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Special issue containing the last 8 contributions to the 
terminology section at the 13th European Symposium 

on Language for Special Purposes  
in Vasa, Finland, August 2001 

 
 
 
 
 
 
 
 
 
 
 

TERMINOLOGY SCIENCE  
AT THE CROSSROADS ? 

 
 

Are the different views on the theoretical foundations of terminology 
drifting apart ? 

 
Since the publication of the book Ausgewählte Texte zur Terminologie 
(1993) (Selected Texts on Terminology), in which Ch. Laurén and H. 
Picht took up the challenge of comparing the different schools of termi-
nology (pp.493-536), some considerable time has lapsed. Things have 
continued to develop, new approaches have appeared, differences or 
perceived differences have been resolved. It therefore seems timely to 
take stock now, in order to establish in which respects fundamental 
theoretical positions have changed, whether they are contradictory in 
any way or only differ in certain aspects. 
 
The aim of the terminology section at the 13th European Symposium on 
Languages for Special Purposes held in Vasa, Finland in August 2001 
was to clarify as far as possible the theoretical bases of terminology 
theory. It seemed that the need for clarification was an urgent one for 
several reasons. First, it can only be beneficial to theoretical develop-
ments in terminology science; secondly, it is to be hoped that such a 
discussion will help to prevent basic theoretical positions drifting fur-
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ther apart; thirdly, it can provide a sounder theoretical base to our 
subject; and fourth, it is an essential foundation for the principles of 
standardisation in terminology.  
 
In the section, the following subjects were dealt with by the speakers 
listed below, and in the subsequent colloquium each contribution was 
commented on by one or more opponents: 
 
1. Gerhard Budin: A critical evaluation of the state-of-the-art of 

terminology theory 
Opponents: Merja Koskela, Bertha Toft 

 
2. Christer Laurén; Heribert Picht: Terminologie aus linguistischer 

Sicht 
Opponent: Heinz Leonhard Kretzenbacher 
 Johan Myking: Socioterminology, terminology planning and stan-
dardisation 
Opponents: Bassey Antia, Outi Järvi 

 
3. Nina Pilke: The concept and the object in terminology science 

Opponents: Bassey Antia, María Pozzi    
 
4. Heribert Picht, Christer Laurén: Repräsentationsformen in der 

Terminologie 
Opponents: Margaret Rogers, Sue Ellen Wright  

 
5. Bertha Toft: Systems of concepts and the organisation of knowl-

edge 
Opponent: Øivin Andersen 
 

This issue of the IITF Journal contains the contributions of the authors 
indicated under 4 – 6 above plus the contributions of their respective 
opponents. The former issue of the journal, IITF Vol. 12 (2001) no. 1-2, 
contained the first 8 contributions. It is our hope that these two issues 
will provide an image – however sketchy – of the dynamic development 
which has taken place within terminology science over the past 10 years. 
 
 
 

Bertha Toft  Heribert Picht 
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Nina Pilke 
Department of Scandinavian Languages 
University of Vaasa 

 
 

THE CONCEPT AND THE OBJECT IN  
TERMINOLOGY SCIENCE 
 
 
1. Introduction 
2. The concepts of ‘concept’ and ‘object’ 

2.1 Characteristics 

3. An alternative approach 
3.1 Concept formation 

3.2 A way to structure the world 

4. Dynamic phenomena and non-verbal elements 
4.1 The dynamic aspect 

4.2 Realised characteristics; written definitions – non-
verbal representations 

5. Conclusion 
 
 
1. Introduction 
 
The present paper discusses two central concepts in terminology 

science: the concept of 'concept' and the concept of 'object'. The presen-
tation proceeds in two stages. Firstly, I will show how the two core 
concepts are outlined in terminological literature (2). Secondly, I will 
put forward my own view of how 'concepts' and 'objects' could be ap-
proached within the terminological framework (3). 

 
The discussion is based on my research project (Pilke 2000b) con-

cerning knowledge representation of concepts which are related to field-
specific actions or events (=dynamic concepts). The aim of my research 
was to offer suggestions for how the knowledge concerning field-specific 
actions and events can be analysed, structured, recorded, and passed on. 

 
In my study I have examined how conceptual knowledge is de- 
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scribed in written definitions in LSP glossaries and have introduced 
classes of characteristics for dynamic concepts. In this paper the termi-
nological framework will be applied to non-verbal representations in 
specialised communication (4).  

 
 
2. The concepts of 'concept' and 'object' 
 
The concept of 'concept' is central in terminological theory no 

matter what the orientation or emphasis is. Philosophers, logicians, 
psychologists and others have busied themselves with the essence and 
existence of concepts for centuries without being able to produce final 
answers. Also in terminology science there are at present many opin-
ions on what concepts are and what kind of status they should be given 
in the field. So far nobody has, however, denied the existence or the 
significance of concepts. 

 
In the Wüsterian manner the majority of researchers working at 

terminological issues regard the concept as the starting-point of all 
terminological activities: "Jede Terminologiearbeit geht von den Be-
griffen aus" (Wüster 1985: 1). The role of the concept and the 
Wüsterian view of its importance to terminological analysis has been 
questioned lately (se Wüster 1985: 1; ISO 1087–1; DIN 2342). The 
critics start from the communicative aspect and give priority either to 
the term or to the definition over the concept (see Sager 1990: 22; 
Temmerman 2000: 224). Pozzi (1999) suggests that terms and above all 
definitions rather than concepts should be focused on in terminological 
activities. Her statement is based on the criteria (universality, elimi-
nated ambiguity, priority and independence of linguistic representa-
tions) which are connected with concepts but can not be met in practice. 
According to Pozzi concepts as abstract phenomena do not have the 
precision required in effective special communication. Definitions are 
according to her concrete entities which can be fixed and liberated from 
individual interpretations. This is the reason why definitions should be 
given priority over concepts. 

 
Pozzi's discussion is many-sided but has a linguistic bias. She does 

not give her own/new definitions of the concepts of 'concept', 'term' and 
'definition'. Because the terminological standards include circular defi-
nitions and leave some concepts undefined, Pozzi (1999: 33) accepts 
Sager's (1990: 23) notion of 'concept' as an axiom that does not need to 
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be defined. Thus the central question remains open. Furthermore, Pozzi 
does not discuss the new problems which arise from a change in point 
of view: how to form a definition that would be valid in all situations 
and how to handle synonymy and polysemy if the linguistic form is the 
starting-point for the analysis ? 

 
Normative definitions are, in spite of their important role in the 

specialised communication, always characterised by a pre-fixed point of 
view, they have always a restricted validity and they can show only a 
small part of a concept's intension. 

 
The existing definitions of 'concept' have been criticised because 

they are much too wide in character (see e.g. Rey 1995: 34 f.). The 
most often cited definitions in terminological literature are relatively 
similar to each other both as regards their content and their formulation:  

− "mental föreställning om en referent" ("a mental idea of an 
object"; Terminologiordlista 1986: 22) 

− "... das Gemeinsame, das Menschen an einer Mehrheit von 
Gegenständen feststellen und als Mittel des gedanklichen 
Ordnens (Begreifens) und darum auch zur Verständigung 
verwenden. Der Begriff ist also eine Denkelement." (Wüster 
1985: 7) 

− "Denkeinheit, die aus einer Menge von Gegenständen unter 
Ermittlung der diesen Gegenständen gemeinsamen Eigen-
schaften mittels Abstraktion gebildet wird." (DIN 2342) 

 
The definitions above start from the assumption that concepts are 

units of thought that are formed from objects, i.e. that human mental 
activity is founded on objects. The definitions of the concept of 'object' 
show that an object can consist of practically anything perceivable or 
conceivable: 

− "väsende, skeende eller egenskap som betraktas" ("phe-
nomenon, event or property that is observed"; Terminolog-
iordlista 1986: 23) 

− "alles worauf sich das Denken eines Menschen richtet oder 
richten kann"  

− (Wüster 1959/60: 183) 
− "any thing perceivable or conceivable" (ISO 1087–1) 
− "Ausschnitt aus der sinnlich wahrnehmbaren oder gedachten 

Wirklichkeit mit einer  
− Menge von Eigenschaften" (ÖNORM A 2704) 
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These definitions do not throw much light on the essence of a con-
cept, because they only define the concept in relation to human thinking 
or human observation. A problem with regard to objects is also the 
contrast between concrete and abstract or material and immaterial 
which occurs in terminological literature. Concrete objects are said to 
be located in the world which can be observed by the senses (or instru-
ments), whereas abstract objects which do not have any determination 
in relation to time or location exist outside this world (see the discus-
sion in Laurén, Myking & Picht 1997: 96 ff.). This kind of distinction 
unavoidably raises the question of what then is the difference between 
abstract objects and concepts as unit of thoughts. 

 
Side by side with the opinion that concepts are units of thought 

there is an alternative view according to which concepts are units of 
knowledge (e.g. in the new ISO 1087–1 standard the concept of 'con-
cept' is defined as "a unit of knowledge created by a unique combina-
tion of characteristics" instead of a mental unit). According to this al-
ternative view concepts cannot be units of thought because thinking is 
always subjective in nature (see Dahlberg 1984: 96; ISO 1087–1 1998: 
6; see also Ozeki 1987). 

 
Also Picht (1992: 26 ff.) has discussed the possibility of regarding 

concepts as units of knowledge which have an intension that include all 
the knowledge that human beings have at some point of time. The dif-
ference between a unit of thought and a unit of knowledge is said to be 
that the former has an intension chosen for a certain purpose. As a third 
alternative Picht gives the possibility of regarding concepts as units of 
cognition (erkendelsesenhed). As a unit of cognition a concept goes 
through certain modifications and becomes a new, true unit of knowl-
edge in a continuing process. (Ibid.) 

 
In my opinion, the solution to the problem that Picht discusses but 

does not come to a clear decision about on could be that the epistemic 
priorities of the subject field instead of the object or the term should be 
regarded as a determining factor when forming concepts. 

 
As I see it, the terminological theory lacks a discussion of how 

concepts within different subject fields are formed and which aspects 
characterise such concepts. A clear distinction between how on the one 
hand "general" concepts and on the other hand special concepts are 
formed could be a way in which more precise definitions fulfilling the  
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demands on specialised communication can be reached.  
 
Specialised knowledge is characterised by a set of special aspects 

which do not apply to everyday knowledge (cf. Laaksovirta 1986: 57 
ff.). Therefore it can be assumed that scientific concept formation dif-
fers from general concept formation. Felber (in Ozeki 1987) has taken 
this into consideration by stating that special concepts should be de-
fined and separated from those which are regarded as concepts in eve-
ryday life: "Denkelemente die definiert sein müssen, und sich wesent-
lich von dem unterscheiden, was man im Alltag als Begriff bezeichnet". 

 
2.1 Characteristics 

In order to be able to analyse, describe and systematize concepts it 
is necessary to chart the component parts, the characteristics of the 
concepts. According to most of the definitions in terminological litera-
ture the abstract characteristics are based on the properties of an object: 

– "abstraction of a property of an object or a set of objects" 
(ISO 1087–1) 

– "Durch Abstraktion gewonnene Denkeinheit, die eine Eigen-
schaft von Gegenständen wiedergibt, welche zur Begriffsbil-
dung und -abgrenzung dient." (DIN 2342) 

 
Wüster (1985: 8 ff.) uses the term Merkmale both for the property 

of an object and for the characteristic of a concept. Nuopponen (1994: 
61) points out that it is important that the ontological level with the 
phenomena and their properties, and the conceptual level with the con-
cepts and their characteristics are kept apart. It can, however, be diffi-
cult to decide which level is actually meant, because the difference 
between properties and characteristics is not quite clear (e.g. when 
ontological concept systems are built up). 

 
The properties of an object are fixed by means of observations, 

measurements, commonly accepted statements about the phenomena or 
�ealize�ng�i views. The properties turn into characteristics through 
an abstraction process. (Nuopponen 1994: 61; Dahlberg 1978: 145.)  

 
The abstraction process itself, the transition from a property to a 

characteristic, has not been discussed in more detail in terminological 
literature. The discussion mostly concerns the selection of properties 
(see e.g. Nuopponen 1994) and the fixing of the statements on the basis 
of the properties. Laurén, Myking and Picht (1997: 112) state that the 
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choice of method in connection with concept formation depends on the 
nature of the objects. The analytical method can be applied to material 
objects or objects that can be �ealize�ng�i. The method starts from 
statements about the object’s properties. When these statements are 
summed up, the characteristic features of the concept are derived. If the 
object is a non-materialised phenomenon it is required that the proper-
ties are linguistically �ealize� before they can function as a basis for 
an intersubjective process of concept formation. (Ibid.) 

 
Based on what kind of properties the characteristics represent, 

they can be divided into different classes. The classification systems of 
characteristics in terminological theory concern concepts with material 
objects, and can therefore not be applied directly to other kinds of con-
cepts (see e.g. Haarala 1981: 20 f.; Arntz & Picht 1989: 56). Temmer-
man (2000) suggests that a prototype structure of categories could be 
used when �ealize�n certain types of concepts. As I see it, the problem 
with this kind of analysis is that the units need to be individually stud-
ied, and that the information needed can not be fully described in ad-
vance, not even on a general level. (See Temmerman 2000: 122.) 

 
So far there exists no standard system that would be valid in all situ-

ations, though such a system considering the nature of LSP communica-
tion is most probably possible to build up. Furthermore, the existing ar-
rangements of possible characteristics do not show how the different 
characteristics are related to each other (except by the division into inner 
and outer characteristics). However, the decision on which characteristics 
are primary and which secondary can be assumed to be relevant when de-
scribing a concept. One attempt to distinguish between different kinds of 
characteristics is to regard some of them as essential and the rest as non-
essential (Laurén et al. 1997: 112–113; Nykänen & Kalliokuusi 1999). 

 
Below I am first going to discuss how concepts are formed. Sec-

ondly, I will present my own view of what a field-specific concept is 
and how it can be described. Like any other attempt of this kind, my 
description is also a situation-bound model that can not be supposed to 
explain or correspond to the multidimensional reality in every respect. 

 
 
3. An alternative approach 
 
As several researchers have stated, it is necessary for terminology  
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to define its basic concepts in an unambiguous way in order to be con-
sidered a scientific discipline rather than a working method (Sager 
1990: 29; Temmerman 2000: 15; Rey 1995: 40). In my opinion, the 
existing theoretical basis should be strengthened by discussing and 
developing the theory by using the discipline’s own frame of reference, 
i.e. LSP communication, as a starting-point. In the existing definitions 
too much is left to individual interpretation. 

 
The existing definitions of the concept of ‘concept’ both in termi-

nology science and in philosophy show that it is not easy nor even pos-
sible to provide a definition that could be accepted by the whole scien-
tific community in every situation. In every definition there is some-
thing that can be questioned. This is typical of scientific descriptions. 
Because a complete definition in this sense seems to be a theoretical 
ideal, it is in my opinion not expedient to try to aim at a generally ap-
plicable, fixed definition. The position that is given to concepts in ter-
minological theory means that it is, nevertheless, necessary to chart 
which aspects can be associated with them. 

 
3.2 Concept formation 

One way to approach the concept of ‘concept' is to find out what it 
means in practice that one has concepts at one's disposal. Moravcsik 
(1992: 190 ff.) enumerates a number of steps in connection with the 
development of subjective concepts. Firstly, we "have" concepts when 
we are able to arrange and sort out. Furthermore, it is necessary to be 
able to calculate probabilities and handle truth-functional complexities, 
which means that if one has the concepts of 'hot' and 'cold' one also 
knows among other things 'not-hot' and 'hot or cold'. One requirement is 
that one can use a concept independent of the senses. The last two steps 
in Moravcsik's survey concern the ability to have suitable criteria for 
the application of the concepts and to be able to consider a concept by 
for example characterising it and knowing its field of application. (Ibid.) 

 
According to McDonald (1961: 157) forming a concept is classi-

fying or systematically organising stimuli, properties or events with 
common characteristics. He means the process itself, not a single stimu-
lus or an experience based on it. 

 
Dahlberg (1978: 9 ff.) has discussed how to form a scientific (in-

cluding human sciences) concept (a unit of knowledge). Dahlberg states 
that an 'item of reference' (IT) can be either an individual entity (e.g. a 
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specific river) or a general entity (rivers in general). The first represents 
individual scientific concepts and the latter general scientific concepts. 
Scientific concepts are formed through making statements about IT 
(objects, phenomena, processes, operations, properties, places, periods 
of time etc.) and by summing up these in a verbal description. 

 
3.2 A way to structure the world 

In my description of dynamic concepts the basic idea is that hu-
man thinking is based on a priori knowledge without which systematiz-
ing and classifying operations within the different scientific fields are 
not possible. 

 
If a statement holds in every situation, today, tomorrow or after a 

million years it is a necessary truth which can also be called a priori 
knowledge. With a priori knowledge I mean in accordance with Hos-
pers (1967) and Ozeki (1987) knowledge that can be verified without 
being forced to repeatedly control its truth value with regard to circum-
stances in the world. This kind of knowledge can not, however, mean 
knowledge that precedes all experience chronologically. According to 
the rationalistic view, this means that after we have traced certain con-
cepts from our experiences, e.g. the concepts of 'color' and ' extent', we 
are able to realise that they are connected. Our mind is consequently 
able to understand certain necessary phenomena and their mutual rela-
tions in the reality. (Hospers 1967: 179 ff.) Knowledge of this type is 
based on the common understanding of the world around us (see e.g. 
Clark 1992: 54) on the one hand, and on the traditions and principles 
(including e.g. systems of classification) within the actual field of sci-
ence on the other hand. 

 
The starting-point for my study can be illustrated with the follow-

ing model. When drawing up figure 1 I have used Plato's model for 
reproduction of the cosmos as a starting-point (cf. Filosofilexikonet; 
Pilke 2000b). 
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Level 1   CHARACTERISTICS 

An instrument 
when structur-
ing the world 

  

  

Level 2   

Field,  
situation 

 

REALISATIONS OF  
CHARACTERISTICS WITHIN 

THE SUBJECT FIELDS 
 

Description 

   

Level 3    

The ontological 
level, rational 

units 

 REALITY; 
ACTIONS AND EVENTS 

Figure 1. The conceptual world of dynamic concepts. 
 
The conceptual world of dynamic concepts consists of three levels 

in my model. When working with field-specific concepts it is necessary 
to pay attention to all three levels in the presented model. At the top there 
is a set of characteristics which together form the model that we use in 
order to be able to understand the structure of existence. This level (1) 
is therefore an instrument which we use to structure the world. Charac-
teristics form the basis of the knowledge that can be characterised as 
knowledge a priori. The characteristics (abstractions) can be traced in 
every concept (of action or event). This makes them universals in a 
wide sense. My classification system of characteristics includes six 
classes for concepts of actions (Agent, Intention, Method, Circum-
stances, Location and Time) and four classes for concepts of events 
(Influencing factor, The way of happening, Location and Time). See 
Table 1.  
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Table 1. Characteristics of dynamic concepts. 

The concept 
type 

CONCEPT OF ACTION CONCEPT OF EVENT 

Characteris-
tic 

Agent (Who ?) 
Intention (Why ?) 
Method (How ?) 
Circumstances  
Location (Where ?) 
Time (When ?) 

Influencing factor  
(Cause ?) 
The way of happening 
(How ?) 
Location (Where ?) 
Time (When ?) 

 
Characteristics form the elements for thinking within the different 

subject fields (level 2 in Figure 1). What characteristics are being real-
ised and how they are realised in the description of the concept depends 
both on the field and on the situation in which the description is needed. 
These two guiding factors can be said to build a net in the sense of Kant 
(1983). The things that are caught in the net are worked up into scien-
tific knowledge by the current traditions within the field. Therefore it is 
not possible to talk about universals at this level. 

 
An essential idea in my model is that a field-specific concept does 

not exist until there is a description, i.e. after the abstract characteristics 
have been realised within a subject field. By a description I do not mean 
only a standardised definition. Even a consensus on the intension of the 
concept within the field can be sufficient for specialised communication. 

 
The third level in the model (Figure 1) has relevance when our in-

strument of thought gets into contact with the reality (cf. Popper 1989: 
117). When the abstract characteristics are being realised (= expressed 
verbally) within a subject field, and a definition is being formulated, the 
intension of a concept takes one step closer to the ontological level and 
expresses something about how the world around can be structured into 
rational units.  

 
As I see it, a field-specific concept is always a mental entity used 

in the professional mental activity. At the same time a field-specific 
concept is a unit of knowledge which includes the collected and struc-
tured scientific knowledge at some point of time. The nature of scien-
tific knowledge entails that a field-specific concept is also an instru-
ment, a unit of cognition, in the process that creates new knowledge. 
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The units studied in my investigation are field-specific actions and 
events. Concepts related to field-specific actions and events have hitherto 
received relatively little attention within terminological research. When 
mentioned, the matter of discussion usually is the difficulty of describ-
ing these kinds of concepts by using the principles of traditional termi-
nology (see Temmerman 2000: 77 ff.; Sanastotyön käsikirja 1989: 53). 

 
One interesting factor connected with field-specific actions and 

events is the possibility of describing them otherwise than in terms of 
the natural language. In my doctoral thesis (Pilke 2000b) I have only 
briefly discussed the role of non-verbal representations in specialised 
communication. The use of visual elements in combination with verbal 
definitions in the LSP framework has, however, proved to be a many-
sided and interesting object of research, worth investigating further. In 
my further research work my intention is to study in more detail the 
way of using visuals in LSP glossaries. 

 
Below I am going to discuss what possibilities there are of express-

ing a field-specific action or event by means of a static image. Further-
more, I am going to present some preliminary results from a pilot study 
concerning images in a medical glossary. In the study I have made an 
attempt to apply the system of characteristics presented in Table 1 to 
the non-verbal representations in my material. 

 
The main concerns of my new research project are:  
– graphic elements used in non-verbal knowledge representa-

tions in order to indicate that the description deals with an 
action or an event 

– metastructure 
– interaction between the text (definition & caption) and the 

visuals 
– characteristics in the verbal definitions compared with the 

visuals representation when it comes to field-specific actions 
and events 

 
 
4. Dynamic phenomena and non-verbal elements 
 
Miller and Johnson-Laird (1976: 86) discuss how different concept 

types are realised and note that it is always possible to return to a static 
object and make repeated observations, whereas actions and events are 
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by their nature of short duration. This prevents repeated observations of 
one and the same action or event. 

 
A graphic image is often the best way of describing the static as-

pect of concepts which are realised as material entities (cf. Picht 1996: 
36 f.; 1999). Concepts which are realised as actions or events can not 
always be represented by an image because it can be difficult to capture 
the dynamic aspect – the fact that something is being done or happening 
– in a static picture. In spite of this fact visuals are also used as repre-
sentations of actions and events because using them helps communica-
tion. The benefits of visuals compared with written text are that with 
them it is possible to 

–  give an overall picture of something independent of the lan-
guage 

–  emphasise something by choosing a certain perspective (pho-
tographs) 

–  simplify the concept by choosing the most relevant character-
istics (drawings) 

–  interpret them otherwise than linearly; the receiver can 
choose the relevant information for himself 

 
Furthermore, psychological experiments have shown that the hu-

man brain processes visuals better and faster than written messages. It 
is possible to remember a visual for a relatively long time, and e.g. an 
image contains generally less inexact features compared with the corre-
sponding verbal definition, which is bounded by the limitations of the 
linguistic expression. It is also said to be easier for an expert to notice 
errors in images than in written definitions. (Galinski & Picht 1996; 
Pakkala 1994.) 

 
So far there has been relatively little research on visuals in LSP 

texts (cf. Gläser 1979; Kalverkämper 1993). This can be explained by 
the fact that linguists have been more interested in the written language. 
Non-verbal elements can, however, be considered as the hard core of an 
experimental article in science. Visuals are used to extract and rearrange 
the numerous experiments in laboratories etc. into illustrative figures 
and numbers. The graphs, tables, drawings and other visual aids tend to 
sum up the most important data in an article and are therefore often de-
ciphered by experts before they decide to read the whole article. (Mag-
net 2001; Pettersson 2000) 

 



 

IITF Journal, Vol. 13 (2002), no. 1-2 page 19 

Magnet (2001) has studied visual representations in research arti-
cles in the field of biochemistry. The results show that the corpus cho-
sen is characterised by a strong presence of non-verbal elements. Visuals 
represent on average 28% of the articles from five different periods 
(1960–1990). The most common types of visuals in the corpus are ta-
bles and figures which represent at least 92 % of all non-verbal items. 

 
Pettersson's (2000) study of lexivisions1 in Swedish encyclopedias 

in the 20th century shows that under 10% of the articles in the encyclo-
pedias studied have been illustrated with visuals. The proportion of pages 
with an illustration lies between 40 and 72 %. Pettersson has established 
22 different types of articles which are illustrated. Three of these types 
are connected with actions or events, namely activities and operations, 
astronomic and other natural phenomena. The most obvious limitation of 
the naturalistic images according to Pettersson is that they can express 
only a state of affairs, not a change. When it is necessary to show a pro-
cess in a visual there are two alternative techniques a) using arrows or b) 
presentation in sequences (not necessary to use any connecting indicators). 

 
According to Bergenholz and Tarp (1994: 165) illustrations in glos-

saries are commonly used to complete or otherwise clarify the written 
special information. The German standard Önorm points out that visuals 
can clarify difficult written definitions: 

"Als konkrete Bilder (Photographie, Zeichnung) von Gegenstän-
den können Abbildungen schwierige Definitionen anschaulicher 
und verständlicher machen." (Önorm 1990: 19) 
 
Below I am going to discuss some preliminary results of a pilot 

study concerning visuals in a medical glossary. 
 
4.1 The dynamic aspect 

In a pilot study I have studied non-verbal representations in a 
medical glossary (cf. Pilke 2000a, 2000b). The Swedish medical glos-
sary Medicinska Ord includes about 13 000 main entries of which 1662 
(13%) are connected with dynamic concepts. 

                                                           
1 a graphical representation of a restricted subject on a limited sur-

face (e.g. page) where information given in textual and visual form – 
text, headlines, captions, photographs, diagrams etc. – are integrated 
into an informative whole (Nationalencyklopedin). 
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There are 314 non-verbal representations in Medicinska Ord, and 
35 (11%) of them concern dynamic concepts. Concepts of action are 
represented by 23 and concepts of event by 12 non-verbal representa-
tions. The verbal definition with the non-verbal representation forms a 
pair in my study. Altogether there are 35 pairs. 

 
The graphical means used to inform the reader of the fact that a 

representation deals with a dynamic concept are: 
• arrows which show the direction of the movement 
• drawn lines which indicate that something is going on 
• presentation in phases 
 
In the case of actions also the following indicators help us to com-

bine the phenomenon with something that is being done: 
• a silhouette, the upper part of the body, the head or hand(s) 
 
The dynamic aspect is, however, not always present in the visuals. 

The concept 'intubation' for example is connected with an image which 
represents a patient that has been intubated and the image beside the 
concept 'gastric banding' represents a stomach (operated). These images 
focus on the final result of the action or the event instead of on the 
process. 

 
Ballstaedt (1996: 217) states that the best way of presenting a course 

of events in static images is to include the following sequences 1) initial 
state, 2) the event and 3) the final result. In an LSP glossary the space 
for visuals is always limited. Therefore, it is usually not possible to illu-
strate every single phase individually as in a technical instruction, for 
example. In the glossary studied, there are, however, some cases in which 
the course of events is presented in phases. For example the concept 'arti-
ficial respiration' is represented by an image that includes the two phases 
– blowing in and the victim’s breathing out – one below the other. 

 
4.2  Realised characteristics; written definitions – non verbal rep-

resentations 

Three of the in all six classes of characteristics which are realised 
in the definitions of the concepts of actions can be established also in 
the non-verbal representations. The classes which do not occur in the 
visuals are intention, circumstances and time. It can be assumed to be 
difficult to express e.g. a mental state like intention otherwise than by 
words. 
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There are 8 cases in which both the number and the type of the re-
alised characteristics are the same in the written definition and in the 
non-verbal representation. This does not, however, mean that the two 
different representations convey identical facts. The tendency is that the 
written definition includes more information compared with the visual 
representation. The written definition of 'heart massage' e.g. includes 
information about how to act (method); "rhythmical pressing with the 
palms of one's hands, 80 times per minute, the lower part of the breast-
bone against the vertebral column". The illustration on the other hand 
shows the right position of the hands on the breast. Both representations 
thus give information about how the procedure should be carried out but 
focus on somewhat different aspects, i.e. show those aspects that are 
suitable for the particular type of concept representation. 

 
There is only one case in which the visual representation supplies 

information on more characteristics than the verbal one. The visual con-
nected with the concept 'sterilisation' shows both the location and the 
way of doing it (the instrument used) whereas the written definition 
only states that the operation is carried out in order to make a person 
non-fertile, i.e. states the intention. 

 
In the remaining 14 pairs there are more realised characteristics in 

the written definition compared with the visual. The characteristic time 
seems to be quite common in the verbal definitions, whereas visual re-
presentations of the concepts of action in my material totally lack this 
characteristic. 

 
All four classes of characteristics which occur in the written defi-

nitions of concepts of events are realised also in the non-verbal repre-
sentations. 

 
There are no exactly matching definitions and visuals when it comes 

to realised characteristics among the 12 concepts of events studied. One 
of the non-verbal representations includes more realised characteristics 
compared with the corresponding verbal definition. The concept 'fertili-
zation' is described by an image which shows the different phases, the 
location of the event and that there is an interval between the cell divi-
sions before the fertilized egg fastens on the womb whereas the verbal 
definition only mentions the fusion of the two cells. The two represen-
tations therefore seem to limit the process somewhat differently. Also in 
this concept type the class time seems to be more common in the verbal  
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definitions in comparison with the visuals (only one occurrence). 
 
 
6. Conclusion 
 
The present paper discusses two central concepts in terminology 

science: the concept of 'concept' and the concept of 'object'. I explain how 
the two core concepts are described in terminological literature and ex-
press my own view of how they could be approached. As I see it, the key 
issue in terminological work is to start from the field-specific concepts 
for which I give a functional explanation; they are instruments which 
are used when structuring the field. 

 
In my earlier study (Pilke 2000b) I have examined how conceptual 

knowledge is described in written definitions in LSP glossaries and have 
introduced classes of characteristics for dynamic concepts. In this paper 
I discuss the benefits and limitations of non-verbal representations in 
specialised communication. It is obvious that the characteristics are not 
realised in the same way in the verbal definition and in the visual repre-
sentation. My pilot study shows that the combination of the verbal defi-
nition and the visual can be said to form a whole which represents the 
concept in an effective way. 
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CONCEPTS AS PREDICATIONS,  
TERMINOLOGIES AS MULTIMEDIAL TEXTS 
 
 
The interest of the terminology community in objects is primarily 

a consequence of terminology being a phenomenon of specialized 
knowledge. Baldinger (1980) quotes Coseriu who says that although 
‘science uses language, it is concerned with the designated things them-
selves in that it analyzes these things and makes a statement about 
them.’ Terminology does not quite analyze objects; the interest in ob-
jects is indirect, as it derives from preoccupation with concepts, which 
are the means by which specialized spheres of activity construe reality. 
The foregoing seems to me to be the nature and limit of terminology’s 
interest in objects, and to explain why concepts have continued to be on 
the front-burner of theoretical discourse. 

 
In her paper, Pilke proposes a model of concept formation against 

the backdrop of what she and sources reviewed by her see as problem 
areas in the theoretical discussion on concepts. These problem areas in-
clude: formation of concepts; determination of what exactly a concept 
is a unit of; what the starting point of terminological analysis should be 
(concepts, or other entities); and the relationship of concept characteris-
tics to object properties. Pilke’s model, which is limited to a class of 
concepts (‘dynamic concepts’) that are typically associated with nomi-
nalizations, requires that we start with an a priori: there are knowledge 
primitives or classes of characteristics that can be found in every dy-
namic concept, and these primitives or abstracted classes can be pre--
specified, and are generally available for disciplinary systematizing and 
classifying operations. For action concepts, a subtype of dynamic con-
cepts, the primitives/characteristics are intention, method, circumstances, 
location and time. For event concepts, the second subtype, the charac-
teristics are influencing factor, manner of happening, location and time. 

 
These characteristics/primitives are universals, and are realized 

somewhat differently in the dynamic concepts of different subject fields 
and in different situations of analysis. In other words, a field and a situa-
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tion of analysis determine what characteristics are chosen for a dynamic 
concept from the universe of characteristics existing prior to apprehen-
sion. These realized characteristics, which constitute predications (defi-
nitions, descriptions, etc.), then provide a given subject field its grip or 
handle on reality. Differently stated, these complexes of characteristics 
provide a means for structuring and understanding reality in a sphere of 
specialized activity. In the text upon which my discussion is based, Pilke 
writes that ‘a subject field-specific concept does not exist until there is a 
description, i.e. after the abstract characteristics have been realized within 
a subject field. By a description, I do not mean only a standardized de-
finition. Even a consensus on the intension of the concept within the 
field can be sufficient for specialized communication.’ It is from this 
association of concepts with some form of predication that I derive the 
first part of my title. 

 
Although Pilke’s description of contentious issues in the termino-

logical discourse on concepts does not appear to sufficiently take into 
account a number of unifying, pluralist frameworks, e.g. Picht (1997) on 
different, non-abstraction modes of concept formation, Budin (1994) on 
concept formation in the social sciences, Antia (2000) on status of con-
cepts being linked to parameters like life-cycle, disciplinary interest, and 
domain of incidence, the model she develops against the backdrop of her 
premises enables her to take a position on a number of pertinent issues. 

 
With respect to what exactly a concept is a unit of, her answer is 

that a concept is simultaneously  a mental entity associated with menta-
tion in a professional sphere; a unit of knowledge comprising all that is 
known about an item of reference; and a unit of cognition in the sense 
of (possibly varying but domain circumscribed) attempts to come to 
terms with (evolving) reality. 

 
With respect to the relationship between object properties and 

concept characteristics, the question hardly arises with her kind of data, 
given that characteristics have become primitives that are differently 
employed by areas of specialized activity in apprehending reality. The 
changed emphasis, moving from object properties to concept character-
istics, would seem quite appropriate in light of the claim I make at the 
beginning on the nature and limits of terminology’s preoccupation with 
objects. One would of course be interested in a demonstration of how 
these frame-like primitives fare with concepts that are not dynamic. 
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With respect to terminology operating with an entity as unstable/ 
mutable as a concept, for which reason Pozzi (1999) posits definitions 
as a starting point for terminological analysis, Pilke’s answer from the 
quotation above seems to be that that there is no difference between a 
concept seen as a realization of field-specific characteristics and some 
form of predication. I agree, and I might elaborate further. Pozzi (1999) 
brilliantly demonstrates that definitions of the concept in various termi-
nological sources are strikingly dissimilar in the element that serves as 
genus. To my mind this is a tragedy if one admits of only one type of 
definition in terminology. Sources in terminology are, however, replete 
with typologies of definitions. But more substantively, changing the 
focus from concepts to definitions assumes that definitions are not 
prone to the same problems associated with concepts. Except a defini-
tion operates with a category other than characteristics, it faces the 
same challenges that lead prototypicalists to a characterization of enti-
ties that is based more on family resemblance than on feature specifica-
tion. For appraisals of prototypicality in relation to feature specification, 
see Sowa (1984:17), Wierzbicka (1996) and Antia (2000:108ff). Be-
sides, if definitions have to be ‘fixed and not left to individual interpre-
tation’ as Pozzi suggests, why can the same not be done with concepts ? 
This is precisely what Pilke and others do when they view the concept 
exclusively from the standpoint of disciplinary predications or state-
ments concerning an item of reality. 

 
In its barest essentials, Pilke’s model is quite consistent with a 

number of models (Felber, Budin/Galinski/Nedobity/Thaller, Shifko 
and Dahlberg) reviewed in Antia (2000: 86-96), to the extent that it is a 
discipline that provides the grid or net for selecting characteristics – 
whether one moves from object properties or, interestingly as Pilke 
does, from concept characteristics. What is particularly novel in Pilke’s 
work is the detailed treatment of a category of concepts (dynamic con-
cepts) slighted at the inception of terminological studies, but for reasons 
external to terminology: reification in scientific and technical discourse, 
or ‘arresting life as a noun’ as Halliday would put it. 

 
Pilke takes innovation a step further by exploring visual semiotics, and 

how such non-verbal resources are used to represent dynamic concepts in 
glossaries. From the biased standpoint of one who has explored the textual-
ity of terminology resources (Antia 1998), it is tempting for me to describe 
Pilke’s latest effort as amounting to a view of specialized glossaries as 
texts which, like many scientific and technical texts, are semiotic hybrids. 
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Pilke’s objectives in this regard are reducible to three: a) deter-
mine what (typo)graphical elements are used in non-verbal representa-
tions of concepts of action and events in glossaries; b) understand the 
general organization of visual semiotics; and c) analyze the relationship 
between the verbal definition of dynamic concepts in glossaries studied 
and the visual representation. 

 
Rather than repeat her findings, I attempt to furnish some points of 

theory and lines of further research, both based on Lemke (1998) and 
cognizant of Pilke’s objectives. This attempt should also build a bridge 
between Pilke’s work and the increasingly popular research direction on 
visual semiotics in (non-terminological) science writing. 

 
Textualization in science is ineluctably a case of semiotic hybridi-

zation because concepts of science, according to Lemke, are ‘simulta-
neously and essentially verbal, mathematical, visual-graphical and 
actional-operational.’ If this is the case, then writing scientific/technical 
texts (including specialized glossaries) would, depending on the nature 
of the specific field of specialized endeavor, amount to navigating in 
multi-canal or -medial waters: a verbal expression here, a drawing 
there; a formula upstream, a chart downstream. This is the case because 
verbal language is relatively inadequate in what Lemke calls the topo-
logical dimensions of meaning, that is, in the expression of non--
linearity, size, shape, gradation, degree, varying proportionality, itera-
tivity, etc. It is perhaps a lot easier to use visuals to show how to lace a 
shoe than to describe the process verbally. 

 
The meaning-making process in a scientific text (including a spe-

cialized glossary) involves three aspects corresponding to three meta-
functions of language. There is the presentational aspect (corresponding 
to the ideational or thematic metafunction) which states or specifies a set 
of processes and participants. In some other language function typologies, 
this is the declarative/informative function. Visually, this is constructed as 
a scene recognizable as an interaction of objects, actions and events. 

 
Secondly, there is the orientational aspect (corresponding to the 

interpersonal metafunction, or the phatic cum evaluative in other ty-
pologies) in which the verbal and the visual meaning-making process 
see the originator of the text do either or both of the following: orient 
towards the chosen set of  objects, actions and events by commenting 
on them, or orient the addressee by emphasizing aspects of the presen-
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tation. Visually, this may be expressed in part by the notion of views/ 
angles/sections and by labels/legends. 

 
There is finally the organizational/situational aspect (correspond-

ing to the textual metafunction) in which verbal and visual meaning-
making expresses relations of parts and wholes, not just of objects but 
also of processes. Visually, structure/organization may be expressed 
through the use of arrows, color and texture, sequences of visuals, etc. 

 
The above trifunctional perspective enables one to see how mean-

ing can be multiplied in a multimedial genre, ‘how we can mean more, 
mean new kinds of meaning never before meant and not otherwise 
mean-able’ (Lemke 1998: 93). This perspective also enables us to see 
what information goes through different media or channels in about the 
same volume and with near equivalent effects; it allows us analyze the 
complementary distribution principle as it relates to information and 
medium. Is there, in other words, information which, when presented in 
one medium, is not expressed in another ? 

 
Pilke’s research report of non-verbal representations of dynamic 

concepts in a Swedish medical glossary has addressed the presenta-
tional and organizational aspects of meaning-making. She has also 
reported on the complementary nature of the channels. Other workers 
may wish to join this enterprise by using data of other kinds (architec-
ture, engineering, music, etc.) to explore further the presentational, 
organizational and complementary aspects which Pilke addresses, in 
addition of course to the orientational perspective. The latter perspec-
tive holds the promise of making possible a comparison between multi-
dimensionality of static concepts in verbal description and multidimen-
sionality of dynamic concepts in visual mode. 
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María Pozzi: Comment on Nina Pilke’s contribution 
 

 
 

THE ‘CONCEPT’ AND THE ‘OBJECT’ IN  
TERMINOLOGY SCIENCE 
 
 
1. Introduction 

 
Two of the four basic elements of theoretical terminology have 

been analysed and discussed in the first part of Nina Pilke’s (2001) 
presentation: concept and object.  The current problems of defining and 
characterising these two elements have become all too evident to ignore 
them. In the second part she proposes an alternative way to approach 
both concepts and objects depending on the specific actions or events in 
a given subject field. 

 
From what she has just said in the first part of her paper, regarding 

the concepts of concept and object there are some issues on which most 
terminologists agree, others where there seems to be no consensus and 
others that present various degrees of theoretical difficulties. Based on 
Pilke’s presentation, I shall concentrate on pointing them out in a fairly 
schematic way. 

 
 
2. Concept 
 
Without a doubt, the concept of concept in terminology is the most 

important one, since terminology deals with knowledge, and the basic 
element of knowledge is a concept: there is no knowledge without the 
underlying concept. However, the fact that concepts are relevant in 
terminology does not imply that the concept of concept is clear-cut, 
theoretically problem-free nor that terminologists agree on what has 
been said about concepts or on the specific role of concepts in termi-
nology. 

 
2.1 Agreements 

Most terminologists accept that concepts are important in termi-
nology: 



 

page 34 IITF Journal, Vol. 13 (2002), no. 1-2 

• Regardless of different schools of thought and orientation termi-
nologists tend to agree on the relevance of concepts in terminol-
ogy. At least, no one has denied it. 

• Since the main two functions of terminology are knowledge repre-
sentation and knowledge communication, it may be inferred that 
terminology is closely related to knowledge. Knowing ‘x’ implies 
having acquired the concept ‘x’ . Therefore, knowing ‘x’ when ‘x’ 
belongs to specialised knowledge implies that ‘x’ is a concept of a 
special field of knowledge. 

• Concepts are built from objects by a process of abstraction of their 
properties. In particular, this statement holds true whenever a con-
cept is being formed from an existing object through sense percep-
tion. 

 
2.2 Disagreements 

Even though terminologists agree about the existence and rele-
vance of concepts in terminology, there are some fundamental issues on 
which there is no consensus. For example: 
• The nature and essence of concepts are not yet known. For twenty 

five centuries philosophers, psychologists, logicians, neurologists 
and others have tried to no avail to understand what concepts are. 
Many theories have emerged revealing only that there are nearly 
as many varied and sometimes violently opposed positions as 
there are researchers on this field. Alarming, however, is the fact 
pointed out by Rey (1995:35) as regards terminology and its lack 
of a formal theory of concepts considering their significance for 
the discipline. 

• As a natural consequence of not knowing its essence and nature, it 
is nearly impossible to define concept in terminology, as in any 
other discipline, in a unique manner and to differentiate it un-
equivocally from neighbouring concepts. Several distinguished 
terminologists and terminology committees have tried to define 
concept, and although most of these definitions refer to a mental 
activity (Pozzi 1999), some treat it as ‘unit of thought’, while oth-
ers treat it as a ‘unit of knowledge’, and yet others as a ‘mental 
construct’ or simply as a ‘set of characteristics’. As Pilke has just 
pointed out, those definitions emphasise different aspects of the 
concept but none of them actually expresses  the ‘complete and 
unique’ set of essential characteristics that make up the concept of 
concept . So there are some questions that still remain: what are 
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concepts ? do the really exist ? how can their intension and exten-
sion be uniquely and unequivocally determined ? what is their real 
importance for terminology ? 

• Although many researchers accept the idea that the concept is the 
starting point of all terminological activities, there is a growing 
concern about this issue and it has started to be questioned. Au-
thors like Cabré (1999), Temmerman (2000) and Pozzi (1999; 
2000) have stated that the only starting point of terminological ac-
tivities is the term or other designation found in specialised dis-
course, since in order to know which concept is being dealt with it 
is usually necessary to have its designation and its meaning. In 
real life conditions this means that terms are identified from texts 
and not from those abstract and elusive entities called concepts. 

• Many terminologists agree on the fact that there should be a bi-
univocal relation between a concept and its designation,  i.e. for 
each concept there should be one and only one term that desig-
nates it and conversely, each term should be the designation of one 
and only one concept. This issue is now widely questioned as any-
one doing terminography would have acknowledged the impossi-
bility of this ideal situation. Not even after a term / concept has 
undergone a standardisation process, can synonyms and homo-
nyms be completely eliminated. In fact, in accordance with real 
life conditions it has to be accepted that the relationship concept 
↔ designation is, in general, many to many, and only in very few 
cases it is necessary to establish a one to one relationship, for ex-
ample in air-control or the military fields. For a detailed discus-
sion on this subject see Cabré (1999). 

• Some researchers suggest that scientific and technical concepts are 
universal, in the sense that they should be unaffected by cultural 
differences. Again, terminologists working in real life conditions 
have realised that this seldom happens. On occasions concepts and 
systems of concepts differ from one language to another and from 
one cultural system to another. Concepts are expressed and named 
through language, and language, nearly always, is culture-dependent. 
 
2.3 Theoretical difficulties about concepts 

There are some intrinsic theoretical difficulties with the concept of 
concept in general and in particular, within the field of terminology: 
• Since it is not known what a concept is, it is impossible to know 

which characteristics (essential and non-essential) make up the 
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concept of  concept and therefore it is also impossible to define 
concept by means of an intensional definition in the strictest sense. 
This explains why from the many existing definitions of  (in ter-
minology) none of them could actually be considered the one that 
truly represents the concept of concept, and what is worse, there is 
no way to validate any of them. 

• Following the above discussion and applying it to other subject 
fields, it cannot be expected that every single concept / term will 
be defined in terms of essential characteristics for these are not 
always known, identified or agreed upon. Even concepts built 
from concrete objects are sometimes difficult –if not impossible- 
to define by means of a unique undisputed set of characteristics. A 
theory of terminology should account for this and similar situa-
tions. 

• Since every concept should be defined in terms of known concepts 
it may be assumed that specialised knowledge (the knowledge 
specific of a subject field) is recursive, so there should be at least 
one primitive concept in every subject field that cannot be defined 
in terms of known concepts that belong to the same subject field. 
These primitive concepts are usually defined in terms of concepts 
belonging to other subject fields. A theory of terminology should 
account for this situation. 

• In practice, when writing definitions for a specialised vocabulary 
or other terminological product, the complete set of characteristics 
that make up a concept is not explicitly available. Sometimes the 
time needed to make an exhaustive research to gather it, multi-
plied by the number of concepts to be defined, would make the 
particular project non-viable, so a more practical solution has to be 
found and accounted for in a theory of terminology. 
 
 
3. Object 
 

Regarding the concept of object, although it has not received as much 
attention as the concept of concept from the terminological perspective, 
there are also some agreements and some disagreements. For example: 
 

3.1 Agreements on the concept of ‘object’ 

• Since object is a very basic and common item of everyday life, 
most researchers agree on its definition, which happens to coin-
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cide with the general language definition: “anything perceivable or 
conceivable” (ISO 1087-1:2001). Objects can be material or con-
crete, immaterial or abstract, imagined, possible or impossible. For 
terminological purposes, any of these types of objects can be the 
object of study in terminology, even impossible objects like a 
regular decahedron or an imaginary one, like a unicorn. 

• Terminologists do not have problems in accepting that concrete or 
material objects can be observed by senses or instruments and are 
located in space and time. Likewise, as Pilke has just stated, ab-
stract objects exist outside this world, do not have any determina-
tion in relation to time or space and cannot be perceived by senses. 
 
3.2 Disagreements on the concept of ‘object’ 

• There is a discussion on whether abstract objects are concepts, and 
if not, then what is the difference between them ? Are concepts 
themselves objects ? Abstract objects can only be differentiated 
from concepts at the philosophical level. 

• There is also some discussion on whether it is possible to form 
more that one concept from a single object / class of objects or to 
form partial concepts from the concept that represents a single ob-
ject / class of objects. When dealing with objects belonging to 
several subject fields, each subject field only takes the essential 
characteristics needed to build that concept in that particular field, 
ignoring the rest which may be needed to characterise the same 
object in a different subject field. The question is then if it is pos-
sible to build several concepts from one object /class of objects. If 
this is the case, then all those concepts should have different des-
ignations even though they name the same object.  Or perhaps a 
general concept consists of a complete set of essential characteris-
tics and when only a subset of those characteristics is needed to 
build that concept in a particular field, then it is not a new concept 
that is formed but a partial one, which may have the same designa-
tion as the general concept and other associated partial concepts. 
 
 
4. Properties and characteristics 
 
An object has properties that distinguish it from other objects. The 

abstraction of a property constitutes a characteristic. A unique set of 
characteristics make up the corresponding concept. As ‘property’ and 
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‘characteristic’ are two important concepts in terminology, it is worth 
mentioning the main agreements and inherent difficulties posed by 
these two concepts:  

 
4.1 Agreement 

• Terminologists agree that a characteristic is an abstraction of a 
property of an object or a class of objects. This implies that the set 
of properties of an object or a class of objects are abstracted into 
the set of characteristics of that object or class of objects, and this 
set of characteristics constitute a concept. 
 
4.2 Difficulties 

• As pointed out by Pilke, it is not always possible to differentiate 
properties from characteristics, as these, in turn, are themselves 
concepts corresponding to an object / class of objects with particu-
lar properties and characteristics. Even more, for centuries phi-
losophers were not able to differentiate properties from concepts. 
It was until the end of the 19th century that Frege insisted in differ-
entiating them. Nowadays, most philosophers accept the differ-
ence between property and concept. 

• Regarding properties and characteristics, the main problem in 
terminology is the selection of characteristics (that represent prop-
erties) used to characterise a concept in a unique way. Given a set 
of characteristics of an object belonging to a specialised field of 
knowledge, there is only a very dim probability of two or more 
specialists selecting exactly the same subset of essential character-
istics that identify the concept unequivocally, i.e. this selection is 
always subjective and is affected by several factors including cul-
tural and linguistic heritage, personal experience, school of 
thought, etc. This means the concept in question will be character-
ised in more than one way. Here is where prototype and stereotype 
theories come in hand. It must not be forgotten that ‘essential’ (in-
cluding delimiting) characteristics are used to define concepts. 
The point to be made here is that any two definitions of the same 
concept within the same subject field and drafted for the same 
purpose should be equivalent (by equivalent here it is meant that, 
except for individual stylistic variation, they should all convey the 
same information). This obviously does not happen in practice. In 
particular, the characterisation of concepts representing abstract 
objects belonging to the social sciences or the humanities is highly 
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unlikely to coincide with any other characterisation made by some-
one else. Again, a theory of terminology should account for this 
and similar situations. 

• Objects that are not properly understood or known cannot be char-
acterised by a unique set of properties and characteristics, simply 
because these are not known, even though the object is known to 
exist. The implication of this situation for drafting (intensional) 
definitions is overwhelming. However, this does not mean that 
those objects cannot be defined, it only proves that different types 
of definitions other than intensional and extensional should be 
formally accepted in a theory of terminology. 

• A concept consists of a unique set of characteristics. This implies 
that once a set of characteristics has been put together a concept is 
formed. On the other hand, when a concept is conceived for the 
first time a number of characteristics are associated to it. There-
fore, in this case, the concept is conceived before or at least at the 
same time as the set of characteristics are associated to it. 
 
 
5. Knowledge 
 
Considering that terminology is mainly concerned with knowledge 

representation and knowledge communication, it is surprising that there 
is almost no available literature on the subject of knowledge from the 
terminological perspective. There is not even a definition of knowledge 
in any terminological document, vocabulary  or standard.  

 
 
6. Concluding remarks 
 

These presentations show that the two basic concepts of terminology 
dealt with this afternoon are far from being straight forward both from 
the theoretical and the practical points of view. There are only a few 
points on which most terminologists agree, many on which there are 
varied and opposed views and all of the basic concepts of theoretical 
terminology present various degrees of theoretical difficulties.  
 
Finally, table 1 at the end of this paper contains a brief, but by no means 
exhaustive, list of the elements on which there is certain consensus, 
where there are varied and opposed views and some of the difficulties 
involving the basic concepts of theoretical terminology. 
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 AGREMENTS DISAGREEMENT THEORETICAL DIFFICULTIES 

C
O

N
C

EP
T 

• Concepts are rele-
vant in terminology 

• Concepts are fun-
damental to termi-
nology and to 
knowledge 

• Concepts are built 
from objects by a 
process of abstrac-
tion 

• Nature and essence 
of concepts are not 
known 

• Impossible to de-
termine in a unique 
way its characteris-
tics 

• Concepts are / are 
not the starting point 
of terminological 
activity 

• Concepts are / are 
not in a biunivocal 
relationship with 
terms 

• Concepts are / are 
not universal 

• Concepts cannot always be 
defined by means of inten-
sional definitions 

• It is not always possible to 
determine always a unique and 
undisputed set of essential 
characteristics of a concept 

• If concepts are defined in terms 
of known concepts within the 
same subject field and assum-
ing knowledge is recursive, 
there is at least one concept 
that cannot be defined in terms 
of known concepts within that 
subject field 

• Research time to find an ex-
haustive list of characteristics 
make project non-viable 

O
B

JE
C

T 

• Definition of object:: 
anything conceiv-
able or perceivable 

• Concrete objects are 
observed by sense 
perception while ab-
stract objects have 
no determination in 
relation to time and 
space and cannot be 
perceived by senses 

• Are abstract objects 
identical to concepts 
? If not, how exactly 
do they differ ? 

• Is it possible to have more than 
one concept for an object / 
class of objects ? or is it possi-
ble to build partial concepts for 
objects belonging to several 
subject fields ? 

PR
O

PE
R

TI
ES

 A
N

D
 C

H
A

R
A

C
TE

R
IS

TI
C
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• Characteristics are 
abstraction of prop-
erties ob objects 

 • It is not obvious the set of 
essential characteristics that 
make up a concept. Their se-
lection at any given time is in-
fluenced by numerous factors 
such as cultural and linguistic 
heritage, personal experience, 
school of thought, etc. 

• Objects that are not properly 
understood or known cannot be 
characterised by a unique set of 
properties and characteristics 

• Are concepts conceived and 
then a set of characteristics is 
associated to it or a set of char-
acteristics is put together and 
then the concept is formed ? 
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REPRÄSENTATIONSFORMEN IN DER  
TERMINOLOGIE 
 
 
Wenn heute von Repräsentationsformen gesprochen wird, so ist 

dies eine von neueren Ansätzen ausgehende, zusammenfassende Ein-
teilung von traditionellen sprachlichen und anderen, ebenfalls bekann-
ten nichtsprachlichen Formen der Gegenstands- und Begriffsrepräsen-
tation, die jedoch im Rahmen der Terminologie nur selten zusammen-
gedacht wurden. Die  Notwendigkeit, einen weiteren Rahmen für eine 
zweckmäßige Einteilung zu schaffen, ergibt sich aus der Erkenntnis, 
daß ein Begriff oder ein Gegenstand grundsätzlich auf zweierlei Weise 
repräsentiert werden kann: sprachlich und nichtsprachlich. Dieser über-
geordnete semiotische Ansatz hat auch in den Begriffsapparat einiger 
theoretischer terminologischer Ansätze Eingang gefunden. 

 
Eine Analyse der neueren Literatur erlaubt es, folgende Übersicht 

aufzustellen: 
 
Repräsentationsformen für Gegenstände und Begriffe 
 

 sprachliche   nichtsprachliche 
 Name   Fotographie 
 Benennung   Porträt 
 Paraphrase   Zeichnungen verschiedener Art 
 (Formel/Symbol)  Graph 
 Fachwendung   Piktogramm 
 Definition   Notation 
 Erklärung   Formel/Symbol 
 Beschreibung 

 
Wir sind uns durchaus bewußt, daß diese Aufstellung nicht voll-

ständig sein kann, da neue Techniken heute nichtsprachliche Repräsen-
tationsformen – man denke z.B. nur an mehrdimensionale Formen ver-
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bunden mit lautlichen Repräsentationen - erleichtern oder erst ermög-
lichen, die früher nicht oder nur mit großem Aufwand realisierbar 
waren. Sie werden in Zukunft in die terminologische Forschung ein-
bezogen werden müssen. In dieser Darstellung soll jedoch von Reprä-
sentationen, die nur durch die Sinne Geschmack, Geruch, Gehör (ab-
gesehen von Sprache) und Tastsinn wahrnehmbar sind und von Kom-
binationen, abgesehen werden, da sie z.Z. in der Terminologie noch 
keine dominierende Rolle spielen und wenig erforscht sind. 

 
 
Sprachliche Repräsentationsformen 
 
Name: 
Der Name als Repräsentationsform für Gegenstände wird in den 

meisten terminologischen Ansätzen vernachlässigt, doch hat die letzte 
Version der einschlägigen ISO-Normen hier Abhilfe geschaffen. Geht 
man davon aus, daß eine Grundfunktion der Terminologie der Wissens-
transfer ist, kann nicht davon abgesehen werden, den Gegenstand in die 
Wissensrepräsentation einzubeziehen, da in einer ganzen Reihe von 
Wissenschaften Gegenstände ein fester und unabdingbarer Teil des fach-
lichen Wissen sind, z.B. ist die Geschichtswissenschaft ohne Gegen-
stände nicht denkbar. 

 
Benennung: 
Es herrscht weitgehend Übereinstimmung darüber, daß eine Be-

nennung einen Begriff repräsentiert und daß eine Benennung aus einem 
oder mehreren Wörtern bestehen kann. 

 
Was eine Benennung darüber hinaus ausmacht, wird von verschie-

denen Ansätzen unterschiedlich aufgefaßt.  
 
In einem spanischen Ansatz unterscheidet man z.B. zwischen Be-

nennungen (términos) und Parabenennungen (paratérminos). Der Unter-
schied besteht darin, daß das Substantiv einer Benennung eher der Ge-
meinsprache zugerechnet wird, wogegen das Adjektiv eine klare fach-
kommunikative Bindung hat, z.B. 'problema asmático'.  

 
Nach diesem Ansatz werden Nomenklaturen als nicht zur natür-

lichen Sprache gehörend aufgefaßt und fallen somit nicht unter die Be-
nennungen. Ferner werden Verbalsubstantive zur Gruppe der Fachwen-
dungen gerechnet.  
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Andere Ansätze folgen dieser Einteilung nicht. In der Regel werden 
Nomenklaturen als besondere Unterart der Benennung betrachtet. Die 
Frage, was zur natürlichen Sprache gehört, spielt in diesen Ansätzen eine 
untergeordnete Rolle. Auch ist es wohl kaum möglich, eine klare Tren-
nung zwischen natürlicher und kontrollierter Sprache vorzunehmen.  

 
Die Länge bzw. die formale Komplexität einer Benennung ist aus 

pragmatischer und formaler Sicht interessant. Weitgehende Einigkeit 
besteht darüber, daß die Benennungsgrenze in Texten durch den reprä-
sentierten Begriff bestimmt ist. Aus einem pragmatischen Gesichts-
winkel werden zunehmend alle Wörter und Wortverbindungen als Be-
nennung angesehen, wenn sie nur einen zu einem Fachgebiet gehörigen 
Begriff bezeichnen. Dies gilt auch, wenn dieser Begriff und seine Be-
nennung in der Gemeinsprache - wie diese auch immer definiert und 
abgegrenzt werden mag - bekannt ist oder zu mehreren Fachgebieten 
gehören kann, was oftmals bei übergeordneten Begriffen der Fall ist.  

 
Synonymie als Manifestation verschiedener Ebenen der Fachkom-

munikation ist weitgehend anerkannt und steht nicht im Gegensatz zur 
Normung im weitesten Sinne. Die Bedeutung, die heute den pragma-
tischen Elementen einer Benennung beigemessen wird, läßt sich leicht 
aus den Informationen ersehen, die zu einer Benennung in eine moder-
ne terminologische Datenbank aufgenommen werden. 

 
Paraphrase: 
Die Paraphrase als terminologische Repräsentationsform für Be-

griffe ist noch wenig erforscht, doch liegen erste Arbeiten vor, die 
darauf hinweisen, daß Paraphrasen als Repräsentationen von Begriffen 
auftreten und aller Voraussicht nach texttypenabhängig sind. Die Para-
phrase übernimmt somit in einem Text die Funktion der Benennung, 
was sie folglich zu einer Form der Begriffsrepräsentation macht. 

 
Formel / Symbol: 
Die Anwendung von Formeln bzw. Symbolen ist nicht neu. In 

einem Text haben sie die Funktion von Benennungen und können zu-
mindest in der mündlichen Wiedergabe durch sprachliche Zeichen re-
präsentiert sein. Ob sie dadurch jedoch zu einem sprachlichen Zeichen 
werden, ist fraglich, da die gleiche Formel bzw. Symbol ohne Verän-
derung der graphischen Form in verschiedenen Sprachen unterschied-
lich mündlich wiedergegeben wird. Die graphische Form kann also 
nicht einer bestimmten natürlichen Sprache zugeordnet werden. Der 
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graphischen Form nach gehören diese Repräsentationsformen zu den 
nichtsprachlichen Zeichen, ihrer Funktion nach jedoch sind sie Benen-
nungen. Sie nehmen eine Zwitterstellung ein und treten oft als Synony-
me auf und werden als solche behandelt.  

 
Ferner sollte nicht vergessen werden, daß gerade Symbole einer-

seits normbar sind - z.B. in den Naturwissenschaften und deren Anwen-
dungen - andererseits aber auch stark kulturabhängig sein können, was 
besonders auf die Gesellschaftswissenschaften zutrifft. 

 
Fachwendung 
Die Fachwendung wurde lange Zeit vorwiegend als rein linguisti-

sches Phänomen betrachtet und weniger aus der Sicht der Begriffsreprä-
sentation behandelt. Das läßt sich deutlich aus der Klassifizierung solcher 
Daten in terminologischen Datenbanken ablesen, wo die Fachwendung 
in der Regel zur Gruppe der Sprachdaten und nicht der der Begriffs-
daten gerechnet wird. In neueren Studien wird dafür argumentiert, die 
Fachwendung als Begriffsrepäsentation aufzufassen, da sich hinter 
dieser Repräsentationsform definierbare Fachbegriffe verbergen, die bei 
der terminologischen Analyse wie Begriffe bearbeitet werden sollten. 
Die Diskussion über den Status der Fachwendung als Begriffsrepräsen-
tation ist noch nicht abgeschlossen. Es ist jedoch absehbar, daß eine 
Statusänderung der Fachwendung auch Änderungen im theoretischen 
und anwendungsbezogenen Bereich erforderlich macht. Eine Fachwen-
dung wie 'Sperrmüll entsorgen' repräsentiert einen eigenen Begriff und 
kann, wenn man dem Prinzip 'ein Begriff - ein Eintrag' folgt, weder 
unter dem Eintrag 'Sperrmüll' noch 'entsorgen' angeführt werden.  

 
Definition 
Die Definition als Begriffsrepräsentation ist unumstritten. Es gibt 

Regeln für das Formulieren von Definitionen und im übrigen eine um-
fangreiche terminologische Literatur zur Definition. Vorgelegte Eintei-
lungen weichen zwar voneinander ab, haben in ihrer Grundsubstanz 
jedoch zwei Wesenszüge gemeinsam: 
 1. die wissensvermittelnde Funktion 
 2. die wissensordnende Funktion, d.h. die Angabe der Begriffs-

beziehung zu übergeordneten Begriffen.  
 
Einigkeit besteht auch darüber, daß  

- Definitionen Texte sind, die pragmatischen Gegebenheiten unter-
liegen,  
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- sie immer nur einen Ausschnitt des Gesamtwissens über einen Be-
griff bieten können,  

- sie eine begriffsunterscheidende Funktion haben,  
- sie in der normenden Arbeit auch eine begriffsfestlegende Funk-

tion erfüllen können. 
 
Sie sind in allen Fällen Texte, die nach der terminologischen Ana-

lyse für einen bestimmten Zweck erstellt werden und formalen Anfor-
derungen entsprechen sollen. Sie sind in gewissem Sinne kontrollierte 
Sprache. 

 
Erklärung 
Die Erklärung ist eine weniger formalisierte Form der Begriffser-

klärung, die den strengeren Regeln der Definition nicht genügen muß. 
Ihrer Funktion nach ist sie ebenfalls wissensvermittelnd, doch nicht not-
wendigerweise begriffsordnend. Oft ist sie wortgetreu aus dem Doku-
mentationsmaterial, das die Grundlage für die terminologische Analyse 
bildet, entnommen und somit ein Textteil, der ursprünglich für einen 
anderen Zweck formuliert worden war, für die terminologische Analyse 
jedoch wesentliche Wissenselemente enthält. In Erklärungen fehlt oft 
die Angabe von übergeordneten Begriffen. Erklärungen finden sich oft 
auch als für einen Eintrag direkt formulierte Texte in Verbindung mit 
punktuellen Untersuchungen. Neuere, noch nicht veröffentlichte Unter-
suchungen haben ergeben, daß Erklärungen in Fachtexten offensichtlich 
weit häufiger vorkommen als Definitionen. 

 
Beschreibung 
Unter Beschreibung verstehen wir die verbale Repräsentation eines 

Gegenstandes. In der terminologischen Literatur finden sich nur wenige 
Hinweise auf diese Repräsentationsform. Da Wissenstranfer sich jedoch 
auch auf Gegenstände bezieht, muß eine geeignete Repräsentationsform, 
die in der Praxis bereits seit langem besteht, auch in den Begriffsappa-
rat der Terminologie aufgenommen werden. 

 
 
Nichtsprachliche Repräsentationsformen 
 
Diese Repräsentationsformen sind ebenfalls nicht neu, sie wurden 

in der Terminologie, dort wo sie eine erklärende Funktion erfüllen konn-
ten, schon immer angewendet. Diesen Repräsentationsformen wurde in 
den meisten terminologischen Standardwerken lediglich eine Hilfsfunk- 
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tion zugewiesen. 
 
Diese Auffassung hat sich in den letzten 10 Jahren, zumindest in 

einigen terminologischen Ansätzen, die in einem breiteren semiotischen 
Rahmen arbeiten, geändert, was sich auch in der einschlägigen Literatur 
widerspiegelt. In den neueren terminologischen Grundsatznormen ist 
diesen Ansatz ebenfalls sichtbar. 

 
Die sich abzeichnende Statusänderung der nichtsprachlichen Re-

präsentationsformen beruht vor allem auf der Erkenntnis, daß in einer 
Reihe von Fachbereichen ein besserer, sichererer und schnellerer Wis-
senstransfer durch diese Repräsentationsformen erreicht werden kann. 
Wenn wir z.B. Wüsters Wortmodell betrachten, wird durch die visuelle 
Dimension die Perzeption wesentlich erleichtert und beschleunigt. Dies 
gilt auch für eine ganze Reihe von nichtsprachlichen Darstellungen in 
anderen Fachgebieten.  Dazu kommt, daß diese Darstellungsformen in 
einigen Fachbereichen die einzigen funktionalen und pragmatisch ak-
zeptierten Wissensrepräsentationen sind, z.B. technische Arbeitszeich-
nungen oder Bauzeichnungen. Für eine Baugenehmigung ist eine Zeich-
nung unerläßlich; sie ist fester Bestandteil der amtlichen Dokumentation. 

 
Fotografie 
Die Fotografie kann nur als Repräsentation von Gegenständen die-

nen, die obendrein fotografierbar sein müssen. Bilder dieser Art können 
lediglich eine Beispielfunktion haben, nicht aber eine Begriffsrepräsen-
tation ersetzen. Zwar haben moderne Techniken den Anwendungsbereich 
der Fotografie stark erweitert, z.B. dreidimensionale Luftaufnahmen, Fo-
tomontagen und –manipulationen, Blickwinkelveränderungen etc., doch 
bleibt die Fotografie prinzipiell auf die Wiedergabe von Gegenständen 
beschränkt. Einen gewissen Übergang kann man jedoch dort feststellen, 
wo ein Foto der Ausgangspunkt für eine computererzeugte Zeichnung ist, 
die nicht mehr den Charakter einer Gegenstandsrepräsentation hat und 
vom Betrachter als Begriffsrepräsentation aufgefaßt wird. 

 
Porträtähnliche Wiedergaben 
Auch diese Repräsentationsform ist nur auf Gegenstände anwend-

bar. Ihre Präzision kann von der Sichtweise des Malers oder Zeichners 
subjektiv beeinflußt sein. Neben plastischen Wiedergaben ist diese Re--
präsentationsform vor der Erfindung der Fotografie die einzige gewesen, 
die uns Wissen über Gegenstände und deren Aussehen in graphischer 
Form vermitteln konnte. Da das subjektive Element jederzeit vorhanden 
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ist, ergibt sich daraus auch die kulturelle und perzeptionelle Abhängig-
keit dieser Darstellungsform, die obendrein auch eine diachronische Di-
mension haben kann. 

 
In bestimmten Fachbereichen ergänzen sich Fotografie und Zeich-

nungen, z.B. in der Archäologie. 
 
Zeichnerische Wiedergabe von Begriffen soll hier im weitesten 

Sinne verstanden werden. Hinsichtlich der Formen sind mehrere Klassi-
fikationen vorgelegt worden. Sie umfassen zumeist technische Zeich-
nungen und Diagramme verschiedener Art, Piktogramme etc., aber auch 
sehr stark figurative Darstellungen. 

 
Als relativ gesichert kann angesehen werden, daß 

- Formen nicht an bestimmte Fachgebiete gebunden sind, 
- bestimmte Formen von gewissen Fachgebieten bevorzugt werden, 
- die Anwendungshäufigkeit nichtsprachlicher Repräsentationsfor-

men in den verschiedenen Fachgebieten sehr unterschiedlich ist, 
- diese Repräsentationsformen Abstraktionsgrade haben können,  
- die meisten nichtsprachlichen Repräsentationsformen zusammen 

mit verbalen Formen auftreten. 
 
Diese Art der Repräsentation eignet sich sowohl für Begriffe als 

auch für materielle und immaterielle Gegenstände. 
 
Notationen in Klassifikationen, Begriffssystemen, Katalogen (z.B. 

in Museen) etc. gehören ebenfalls zu den nichtsprachlichen Begriffs- 
und Gegenstandsrepräsentationen. Sie treten in Texten auf und sind in 
der Regel sprachunabhängig. 

 
 
Konklusion 
 
Zusammenfassend kann festgestellt werden, daß es zwar verschie-

dene Auffassungen darüber gibt, wie Begriffs- und Gegenstandsreprä-
sentationen klassifiziert werden sollten, wobei zwischen engeren, eher 
linguistisch-traditionellen Ansätze und weiter gefaßten, semiotischen 
Ansätzen unterschieden werden kann. In terminographischen Produkten 
werden jedoch nach wie vor sprachliche und nichtsprachliche Reprä-
sentationsformen verwendet, da die Fachkommunikation sie einfach 
erforderlich machen. 
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Zweifellos gibt es eine Reihe von sprachunabhängigen Repräsen-
tationsformen, z.B. in der Mathematik und Logik. Dem steht jedoch die 
überwiegende Mehrzahl von kulturabhängigen konventionalisierten nicht-
sprachlichen Repräsentationsformen gegenüber, deren Bedeutung ein-
fach erlernt werden muß, um sie als Kommunikationsmittel anwenden 
zu können – auch die Abbildungen der Höhlenmalerei  waren schon 
Konventionen unterworfen. Darstellungen, die diesen Konventionen 
nicht folgen - oder im Falle des Verlusts des Wissens über diese Kon-
ventionen – sind nicht zu dekodieren. 

 
Im Rahmen eines erweiterten Linguistikkonzeptes, wie wir es in 

unserem ersten Vortrag angesprochen haben, erscheint es daher sinn-
voll, einem semiotischen Ansatz den Vorrang zu geben und Repräsen-
tationsformen in ihrer kommunikativen Gesamtheit und Interdependenz 
zu erforschen und zu behandeln. 
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Margaret Rogers  
 

 
 

‘CLINES’ AND BOUNDARIES: FORMS OF  
REPRESENTATION IN TERMINOLOGY 
 
 
Introduction: Basic questions and proposed answers 
 
The relations between concepts, the world and language have long 

been of interest to a wide community of scholars including philosophers, 
psychologists, linguists, artificial intelligence researchers and terminol-
ogists. For many terminologists, language is regarded as a form of rep-
resentation for not only concepts, but also on occasion for objects. How-
ever, working as they do from the perspective of specialist knowledge 
and specialist language, terminology researchers must also account for 
non-linguistic signs within any analytical framework, since these are by 
no means peripheral to specialist communication, particularly in certain 
domains. It is this task which Laurén & Picht set themselves in their 
paper ‘Repräsentationsformen in der Terminologie’, relating these forms 
of representation to the issue of what is being represented. 

 
Laurén & Picht’s paper therefore consists of a systematic attempt, 

based on recent studies in Terminology, to relate what is represented 
(concept or object) to how it is represented (linguistic or non-linguistic 
means) within a semiotic framework. The paper clearly shows that these 
two questions are inter-related but not in any straightforward way, since 
concepts and objects cannot be associated exclusively with either lin-
guistic or non-linguistic forms. It is, for instance, not possible to say 
that objects are represented by non-linguistic and concepts by linguistic 
forms. Furthermore, the use of non-linguistic forms of representation is 
seen as domain-related, allowing for a further dimension. 

 
The main associations made in the paper are shown in Tables 1 

and 2. Table 1 highlights what Laurén & Picht consider to be areas of 
general agreement; Table 2 focuses on cases of ambivalence. 
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Table 1: The relationships as proposed by Laurén & Picht be-
tween objects and concepts and their representational forms (no am-
bivalence indicated) 

 LINGUISTIC FORMS NON-LINGUISTIC FORMS 

OBJECT 
Name 
description 

Photograph 
representational painting 
or drawing 

CONCEPT 

Term 
paraphrase 
definition 
explanation 

 

 
 Table 2: The relationships as proposed by Laurén & Picht be-

tween objects and concepts and their representational forms (ambiva-
lence indicated) 

 LINGUISTIC FORMS NON-LINGUISTIC FORMS 

OBJECT 

 technical drawing 
diagram 
graph 
pictogram 
notation 

CONCEPT 

formula/symbol (func-
tionally as synonyms 
for terms) 
LSP collocation 
(Fachwendung) 

formula/symbol (ortho-
graphically as language 
independent items) 
technical drawing 
diagram 
graph 
pictogram 
notation 

 
Tables 1 and 2 indicate that there is greater agreement for what is 

represented by linguistic forms than by non-linguistic forms, with some 
doubt expressed about the conceptual underpinnings of LSP collocations. 
Most discussion therefore seems likely to arise in connection with non-
linguistic representation forms. However, while only formulae and sym-
bols are presented as ambiguous with respect to their linguistic/non-lin-
guistic status, we shall see that this boundary, as well as the concept-
object boundary, is also less clear than the given binary division implies. 
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Elaboration 
 
My comments on the case presented by Laurén & Picht can be 

summarised in ten points, many of which indicate that the binary dis-
tinctions underlying their analysis – and as physically represented in 
the 4-way matrix in Tables 1 and 2 – are better understood as cline-like 
structures This is already implicit in some aspects of their argument 
and presentation of ideas. 

 
1. Is the distinction between linguistic and non-linguistic forms of 

representation well motivated ? Laurén & Picht’s own ambiva-
lence with respect to formulae and symbols suggests that the dis-
tinction is not a clear-cut one, depending on the aspect of the sign 
which is being considered, i.e. graphical form (non-linguistic) or 
function (linguistic). From a  practical point of view, however, it is 
not clear where the question leads since modern tools for the rep-
resentation of terminological data combine various media (e.g. 
written forms – sound – diagrams – photographs), as also indicat-
ed in Laurén & Picht’s paper. From a theoretical point of view, a 
case can be made for degrees of belonging to linguistic and non-
linguistic forms of representation. Names are an interesting case, 
since they are clearly (proper) nouns and therefore linguistic, but 
are distinguished both formally in writing in many European lan-
guages (by the use of initial upper case) and semantically by their 
ability to refer, even when they do not occur as part of an utter-
ance, e.g. as an encyclopaedic dictionary entry. Another way of 
saying this, is that they represent objects, as Laurén & Picht indi-
cate. Morphologically, they are less tractable than common nouns, 
but sometimes form part of a compound, e.g. Ottomotor. They 
may also enter into the full inflectional paradigm, as in Russian2. 
Formulae and symbols are less clearly linguistic in nature, but 
formulae are similar to well-motivated terms in so far as they indi-
cate the intension of the concept e.g. H2O (two atoms of hydrogen 
combine with one atom of oxygen). Symbols, on the other hand, 
are conceptually much less transparent with little if any apparent 
connection between form and meaning, e.g. h for Planck’s con-
stant. The nominal character of both formulae and symbols is ac-
knowledged by Laurén & Picht, in so far as these can be substi-

                                                           
2 I am grateful to Dr Dunstan Brown, University of Surrey, for in-

formation on Russian proper nouns.  
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tuted by terms, although the extent to which they enter into the full 
panoply of nominal categories in language use – case, number and 
gender – is an empirical issue. Within texts, the linguistic nature of 
such items is further consolidated by their participation in textual 
phenomena such as lexical cohesion. Although they do not enter 
into cohesive relations, pictograms and notations may also be dis-
tinguished from clearly non-linguistic forms such as diagrams and 
technical drawings, since both can be verbalised, pictograms being 
of a propositional nature (cf. point 2)  and notations of a classifica-
tional nature with some parallels to systems of terms. The remain-
ing forms can be more clearly classified as non-linguistic, their 
potential for ambivalence resting more in what is being represent-
ed than how. 
 

2. The point is made that photographs and representational paintings 
represent objects. Another way of saying this is that photographs 
and representational art represent objects because they are spe-
cific. Even here, we may ask how ‘specific’ a photograph of a 
standardised object such as a particular type of screw is. Or a pho-
tograph of a human cell nucleus. Any distinctions may be at a fo-
rensic level in both cases. It is argued that technical drawings, dia-
grams, graphs and pictograms may represent either concepts or 
objects, depending on the level of abstraction. Hence, we can say 
that a technical drawing is specific, showing how to construct a 
particular artefact, although there is no reason why several identi-
cal artefacts should not be produced from the same drawing. Dia-
grams, on the other hand, may represent processes, ideas, periods 
of history, and so on, as well as objects and the relations between 
them. Pictograms can represent what might otherwise be expressed 
in a phrase or a clause (cf. also Wright this volume), as in the fol-
lowing examples which indicate ‘rinse this item’: the left-hand 
pictogram is from ISO, the right-hand one from a Cornell Re-
search Group (Source: http://ergo.human.cornell.edu/iconxcise/ 
pictogram.htm, Cornell Human Factors & Ergonomics Research 
Group, Cornell University, site visited 14 September 2001). Each 
pictogram is visually different, showing different degrees of ab-
straction, while at the same time indicating the difficult balance 
between clarity and cultural specificity: 
 

3. The boundary between concepts and objects can be considered 
problematic from particular perspectives which are highlighted by 
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some of the questions raised in the paper, such as the nature and 
role of a technical drawing in obtaining building permission (cf. 
also point 2). It is suggested that such drawings are a more effi-
cient means of representation for purposes of this kind than verbal 
representations. Let us imagine that the plan is to build a house. 
What would a drawing of this house represent ? It would be hard 
to argue that the drawing represents the object which is to be built, 
since it does not yet exist, so it must represent a unique concept, 
possibly without a name or other unique designation. But what 
about after the house is built ? That unique house, in its visual rep-
resentation in the technical drawing and in its reality as an object, 
is made up of many smaller representations and objects. In the case 
of the drawing, the representation of these objects – the whole and 
its parts – has been scaled. So the scaled drawing represents both 
many objects and one object, which are distinguished by their de-
gree of abstraction, the smaller parts having to be even more sche-
matically represented than the whole or larger parts, and therefore 
more generically and in a sense more conceptually. 
 

4. Within the set of linguistic forms of representation, we have already 
seen that names, as proper nouns, may in some respects be distin-
guished from terms, as common nouns. They are generally more 
easily identifiable in running text than terms in so far as their bound-
aries – both conceptually as unique items and linguistically as la-
bels – are more clearly defined, when compared with the range of 
other linguistic forms of representation. The boundaries of single-
word terms are also clearly easier to identify than those of multi-
word terms, paraphrases and LSP collocations (Fachwendungen), 
which also raise issues at the conceptual level. 
 

5. The issue of matching concepts with particular linguistic units such 
as LSP collocations is discussed by Laurén & Picht, who question 
the representational status of these forms, since a phrase(me) such 
as ‘Sperrmüll entsorgen’ cannot appear in a term base either under 
the concept SPERRMÜLL or the concept ENTSORGEN. This touches 
on a more general problem in the onomasiological approach: since 
concepts are mental entities, there can be no direct relationship with 
particular linguistic realisations, for which the possibilities are 
several, even in LSPs. And concepts, as we can see from the ex-
ample given, may consist of combinations of other concepts. So 
there is a two-fold problem here. On the one hand, the notion of 
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what a concept is is broad: there are many types of concept and at-
tempts at establishing typologies sooner or later enter the domain of 
the ad hoc. On the other hand, the possibilities for natural language 
expression are many. Given these two factors, it is unsureprising 
that difficulties emerge when working from the conceptual to the 
linguistic level. Certain types of concept – such as that presented 
in the given example – are not representable in terminology col-
lections by nouns or verbs alone, but by phrase(mes), realised in 
various ways in running text: Hinweise zur Entsorgung von Sperr-
müll; Was ist Sperrmüll und wie wird er entsorgt ? So what is the 
boundary of the concept and what is its linguistic representation ? 
Working at text level, the linguistic representation is a string of 
word forms which are bound together in morphological and syn-
tactic relations with the potential for reference. Working at the 
system level, the linguistic representation is most straightforward-
ly a single-word or multi-word term (noun) as lexeme with deno-
tation, and more problematically a phrase which must be extracted 
from its embedding in a linguistic structure. In the first case, i.e. 
the nominal term, the lexeme may or may not vary in its form from 
the particular word form which occurs in the text, depending on in-
flectional patterns. In the second case, the difference between the 
codified form and its textual embedding may be striking. So ‘ent-
sorgen’ and ‘Sperrmüll’ as lexemes show little or no variation from 
their use in text: entsorgt and Sperrmüll, but this is not the case for 
the verb phrase (NP + V) ‘Sperrmüll entsorgen’, which in the ex-
ample shown must be extracted from a compound sentence with 
co-reference between the nominal and pronominal subjects of a 
copula structure and a passive clause respectively. The two levels 
of linguistic representation, system and use, are highlighted by such 
phrasemes, whereas nominal terminology shows less radical differ-
ences and hence in some cases may produce the illusion of identity 
where morphological variation is not apparent. The differentiation 
between system and use, already a part of Wüster’s four-part word 
model, may further be considered as a distinguishing characteristic 
of linguistic and non-linguistic forms of representation. 
 

6. A further textual perspective on the classification of representation 
types is that of their combinability and what that means from a com-
municative point of view for their ‘power’ of representation (cf. 
also Pilke, this volume). The idea comes to me from translation, 
where it is common to represent new concepts by so-called ‘dou-
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blets’ or ‘couplets’ (or even triplets in some cases), mixing loans 
or calques, neologisms and paraphrases. Translation has through 
the ages contributed significantly to the transfer of knowledge: 
translators  have always had to find textual solutions for convey-
ing new concepts to new audiences. Kelly (1979:136) gives the 
example – from the 14th century French translator Oresme – of the 
doublet passions ou qualitez for the Latin passio, itself based on 
the Greek pathi. Solutions of this kind reflect a recipient-oriented 
view of text creation which aims to aid the reader’s comprehension 
of specialised concepts. This perspective can be investigated for 
terminology through text-based studies on the interaction of vari-
ous representations of the ‘same’ or related concepts. 
 

7. The term is the most investigated type of representation form, but 
even here new perspectives are emerging which present represen-
tational problems. Laurén & Picht point out that the pragmatic as-
pects of term variation (synonymy) according to level of commu-
nication can be dealt with satisfactorily in well-conceived and well-
constructed representation systems such as term bases, presumably 
through a well-designed term record format.  The point about syno-
nyms, certainly within a term base, is that they share the same de-
notation – or, put another way, they designate the same concept 
(one entry/one concept). Even if we skate over the conceptual dif-
ferences which we could assume characterise the different levels 
of specialist knowledge reflected at the linguistic level through the 
synonymic variation (the concept as unit of thought, cf. Picht 
1997: 164-5), there are many other cases where concepts are per-
spectivised for functional reasons, such as the re-ordering of ele-
ments within a compound: colour handheld scanner versus hand-
held colour scanner (Bowker 1998), and where the immediate ge-
nus is different in each case: handheld scanner versus  colour scan-
ner, with implications for any system of definitions. In other cases, 
the phraseological context of a term may influence its interpreta-
tion in text (cf. Rogers 1999). This takes us back to the slipperi-
ness of the concept and its linguistic expression in texts (cf. point 
5). How can this be represented – or indeed should it be ? Part of 
this kind of variation can be accounted for by the creativity which 
is available to the text writer, including the translator: can this be 
anticipated or represented ? 
 

8. The interrelation between synonymy and polysemy in texts, and  
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how this is to be represented in term bases, presents further prob-
lems. It is common in texts, for instance, for compound terms – 
the most frequent linguistic type –  to be clipped or sometimes 
modified on subsequent mentions, leading to an array of syno-
nyms, as an example from  Schmitt (1999:306) illustrates: Licht-
hauptschalterhalteblech � Lichtschalterhalteblech � Schalter-
halteblech � Schalterhalterung � Halterung. In turn, the final 
form is often polysemous: Halterung, without any supporting con-
text, is any kind of support or mounting, not a retaining plate for a  
main light switch.  The issue of how much of such patterns should 
be recorded in a terminology collection remains unresolved since 
they are text-driven: representing text-driven information at sys-
tem level is problematic. We could add that entering all the clip-
pings in a single field for textual synonyms would contravene good 
practice in data management, since the inclusion of several data 
items in a single field reduces the automatic processability of the 
data. Creating an iterative field of ‘textual synonym’ for each item 
in the chain would also not satisfactorily solve the problem be-
cause their successive and interrelated nature would be lost. A 
practical solution would be to include a text field for a text extract 
containing all the clippings (as in our example above), but such 
extracts may be hard to locate. This would also not solve the prob-
lem of a user attempting to enter the term base through the search 
term Halterung or any other of the intermediate variants. 
 

9. The linguistic types of representation form include paraphrases, as 
well as the term, both representing the concept. As indicated in 
point 6, translators have used paraphrase as a textual strategy to 
cover new concepts through the long history of knowledge transfer 
across linguistic boundaries. But the line between paraphrase and 
term is not a clear-cut one, as implied. Paraphrases have an impor-
tant expedient function in filling terminological gaps in texts, but 
they also have a regular terminological function if viewed from a 
language-typological perspective. Compare, for instance, the fol-
lowing: 

 
10. cold start 

valve 
Kaltstart-
Ventil 

électrovanne de commande de régime 
de ralenti 

 idle speed 
valve 

Leerlauf-
Ventil 

électrovanne de commande de démar-
rage à froid 
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The structure of one language’s paraphrase or pre-term, e.g. car 
fitted with a catalytic converter (cat car), may be the structure of an-
other language’s term. 

 
1. Practical experience from term extraction has shown me that iden-

tifying term boundaries is not as straightforward as suggested in 
the paper, where the problem is resolved by reference to the con-
cept. But the concept itself is very slippery in texts, as we have 
seen, and functionally so in many cases. The paper acknowledges 
that even a formal definition (at system level) only represents a 
particular view of a concept. The representation of concepts in 
texts is therefore problematic for the establishment of systems, al-
though in a sense it is the text which is real rather then the aimed-
for system, which is actually a kind of model, not a kind of reality. 
 
 
Conclusion: 
 
The semiotic approach is certainly promising for bringing some 

coherence into the representational problem since it can deal with lin-
guistic and non-linguistic phenomena within a theory of signs. But the 
main problem for me is how to accommodate cline-like structures which, 
as presently expressed, not only realise various degrees of precision 
(which may or may not be well-motivated when viewed communica-
tively) but also show some ambiguity with respect to what is being re-
presented: the concept or the object (assuming these are in themselves 
acceptable concepts). The concept of  'representation' itself has been 
accepted as a given – in both the original paper and in the present expo-
sition – whereas in certain recent approaches to the study of terms and 
their meanings such as cognitive semantics, it is rejected. But such ap-
proaches are firmly placed within a linguistic framework and have not 
been concerned with non-linguistic signs, which are an integral part of 
many terminological studies. Finally, the issue of system and use needs 
to be added to the discussion of representational issues; again, this may 
be a further distinguishing factor within the binary categories proposed. 
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Sue Ellen Wright 
 

 
 

FORMS OF REPRESENTATION IN  
TERMINOLOGY 
 
 
The following paper is not conceived so much as an opposing view 

with respect to the original paper on Representationsformen in der Ter-
minologie by Christer Laurén and Heribert Picht as it is a measured 
response that attempts to document current trends and other situations 
that go beyond the positions stated in the Laurén-Picht paper (cited as 
L-P below). The following discussion presents points of departure for 
further study, with a view to pragmatic trends in the language industry. 

 
 
Semantic vs. non-semantic forms of representation 
 
L-P commences by listing both verbal and non-verbal representa-

tions of concepts. In computerized environments such as metadata reg-
istries or quasi-ad hoc termbanks (quasi-semasiological systems), these 
semantic representations are augmented by the non-semantic assign-
ment of non-mnemonic identifiers to terminological entries or data 
category descriptions (Figure 1).3 The decoupling of unique, permanent 
identifiers from, for instance, traditional position-related notations al-
lows the user to create and maintain registries, taxonomies, ontologies, 
or concept systems for dynamically changing environments without 
compromising the need to ensure the immutability of address labels or 
the dependability of mapping routines devised for data interchange. 
Thus individual term entries and data category descriptions can be ac-
cessed and interchanged even if new items are added, subtracted, or 
moved in the taxonomy, and multiple taxonomies can be devised for the 
same group of terms or data categories in order to meet the needs of 
different user philosophies or system views.  

 

                                                           
3 Reference to records in a terminological database (termbase) 

will be called terminological entries, and references to records in a 
metadata registry will be called data category (datcats) descriptions. 
The current ISO 12620 uses the term data category specifications. 
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Figure 1: Types of concept representation 
 
In this schema, notations that represent logical position numbers in 

a concept system contain or reference semantic content, whereas non-
mnemonic, arbitrarily assigned unique identifiers do not, although they 
are specifically associated with a given concept. This feature becomes 
all the more important as we see a growing tendency in industry to move 
away from the strictly text-oriented, semasiological approach of recent 
years toward the rediscovery of onamasiological principles for applica-
tion in ontologies and taxonomies designed for enhanced information 
retrieval within enterprise systems as well as in the global Semantic Web. 
It is indeed ironic that some branches of terminology theory are current-
ly touting the semasiological approach (Temmerman, Cabré) to the ex-
clusion of  onamasiological functionalities at the same time that prag-
matic applications in the language industry are moving rapidly toward a 
linkage between terminology data management and both enterprise-
specific taxonomy management and evolving high-level ontologies. A 
significant difference between the new-style ontologies and earlier con-
cept systems lies in the fact that knowledge ordering systems are now 
open and dynamic in comparison to the closed concept systems used in 
many earlier printed dictionaries.  

 
 
Comparison of verbal and non-verbal forms of representation 
 
L-P lists both verbal and non-verbal forms of representation, with-

out implying any analogous links between the two lists, which would 
indeed be inappropriate because rigid analogies are difficult to support. 
Nevertheless, it is valuable to compare the different forms with an eye 
to the terminological role played by graphic forms in communication.  

 
The equation of names with photographs makes sense so long as a 

photograph is used as the unique representation of an individual object, 
as it usually is. In other situations, however, photographs used to dem-
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onstrate prototypical behaviors, body types, etc., such as may be used in 
psychological testing or to document medical conditions take on the kind 
of typological character of terms rather than names. One may well argue 
that portraits (either painted or photographic) also function as represen-
tations of unique objects and therefore should both be equated to names. 
Graphical elements used in such resources as electrical diagrams and 
schematics, however, function more in the manner of terms because 1) 
they represent individual concepts, i.e., they have specific semantic 
content, but 2) they are also used within the syntactical framework of 
drawing conventions to produce meaningful proposition-like complex 
representations. Thus a single element such as a power transmission 
symbol (Figure 2) combines with other elements to form a complex 
communicative document (Figure 3)4 that functions much the same 
way as a sentence or paragraph in spoken discourse, e.g., it  has pro-
positional character. The same observation can be made of the architec-
tural drawings cited in L-P. 

 
 
 

 
 
 

Figure 2: Power 
transmission symbol 

 
 

 
 
 

Figure 4: Elevator 
 

 

Figure 5: Intel logo 

 
The correlation of pictograms with terms or possibly technical ex-

pressions depends on the function of the individual pictogram in con-
text. Pictograms are graphical symbols used as icons and signs in public 
places such as airports, train stations, and other public places where one 
cannot anticipate that everyone speaks a common language, but they can 
also be used to represent processes in industrial environments. They ap-
pear on a wide variety of international products, such as automobiles and 
entertainment equipment. In their function as signage elements, they do 
indeed perform the role that words might perform on signs used in mono-
lingual environments. The elevator pictogram in Figure 4 is commonly 
used as a symbol on a sign pointing to an “Elevator” in a public place 
                                                           

4 See the end of the paper for Figure 3. 
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and could be replaced by a term, e.g., “Elevator”, “Lift”, “Hiss/Hissi”, 
or “Aufzug”, provided everyone who sees the sign can read the appro-
priate word in the language in question. To the average “user” of the 
pictogram, the pictogram simply communicates the message “follow 
this sign to find an elevator” or “the object/architectural feature next to 
this sign is an elevator”, but the pictogram itself incorporates the entire 
propositional notion, “This sign points to a box where men and women 
can move up and down.” Thus pictograms, like some strings and collo-
cations, can encompass both the function of a single term or that of a 
more complex sentence. It could be argued, however, that this proposi-
tional content becomes so conventionalized over time that viewers no 
longer consciously intellectualize the entire propositional content of the 
image. Thus pictograms come to function in much the same way that 
Han characters do in Asiatic languages, representing both simple and 
complex concepts without the reader always stopping to dissect the 
radicals that make up the complex character, any more than the speaker 
of a European language stops to sort out the morphemic, etymological 
components of a familiar complex term. 

 
Another variation on the name/pictorial image analogy is that of 

the corporate logo, as illustrated in Figure 5. Often a combination of 
both letters and graphic elements, the logo plays a special role as a name-
like representative of the entity it symbolizes. Although logos usually 
incorporate the letters of a trademarked name or acronym (e.g., IBM, 
LuK, etc.), the registered logo incorporates both graphic and glyph-
related elements to produce a unique protected image. One critical as-
pect of this convergence is the fact that logos, although they incorporate 
characters, are generally represented in computer environments by bi-
nary graphics files. An exception might be a case where a company co-
opts a code point above the common universal plane in Unicode to 
create a logo symbol for use in a proprietary character set. As implied 
above, logos represent trademarked names. 

 

 
Figure 6: Symbols and pictograms treated as font characters (Mi-

crosoft Webdings) 
 
The above evaluation reflects a further distinction that can be 

made in modern computer environments: although binary objects are 
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usually used to represent a graphical image (e.g., any of the .gif or .jpg 
files used to produce the graphics in Figures 2-5), it is also possible to 
incorporate symbols into character sets. Although seemingly trivial, the 
condition whereby a single character can have terminological or even 
propositional significance, and the fact that such a single character may 
actually be machine-parsable (or not) lends an extra dimension to com-
puterized terminology management. Furthermore, new characters, al-
though rare, can undergo a transition from the status of a graphics file 
to a standard, universally recognized character, as has been the case in 
the evolution of the new Euro symbol, €. Endless debate and design 
competitions aside, the new symbol conforms to a kind of etymological, 
symbol-formation rule that applies to certain important currency sym-
bols by combining a significant letter (here a stylized letter E) or quasi-
letter with horizontal, vertical, or even diagonal strike-through lines as 
in:  $, ¢, ₤, ¥. Thus even symbols are subject to etymological conven-
tions for “neologistic” formation. 

 
 
Plastic (three-dimensional) representation of objects 
 

Figure 7: Glass flowers from the Harvard-
Peabody collection 

 
With respect to photographs and drawings, 

the tradition of the botanical or anatomical draw-
ing stands out as a conscious representation of 
real objects according to precisely defined scien-
tific principles. Usually incorporating both graphic 
and textual information, such drawings were de-
signed to provide a virtual view of living struc-
tures, especially in an age before the evolution of 
high-quality color photography. Although these 

representations appear to be the rendition of an individual object, they 
generally encompass characteristics of a number of similar objects of a 
specific class and can thus be viewed as prototypical in nature and more 
akin to terms representing object classes rather than names representing 
unique objects. The Harvard-Peabody collection of glass flowers consti-
tutes a remarkable example of three-dimensional, plastic representation 
of real objects according to precisely imposed scientific principles, as 
do the kinds of models frequently built in the manufacturing industry, 
particularly for automotive design. With the advent of interactive com-
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puter modeling in industry, many of the time-consuming activities in-
volved in clay modeling have been rendered overly expensive and un-
necessary. Computerized simulation of real objects expands the repre-
sentation of the characteristics defining that object to such a finely 
nuanced statistical detail that many of the steps involved in real-life 
engineering testing can be eliminated from the design process. 

 
 
Using graphic objects to document terminological entries 
 
As noted in L-P, the use of drawings and photos in order to illus-

trate terminological entries is well established, from Wüster’s Machine 
Tool to the latest terminology management tools, which allow not only 
the embedding of binary objects showing still (static) drawings and 
photos, but dynamic images and videos as well (CATS). In future XML 
environments, we should be able to use bitmap graphics in order to link 
overview drawings (such as those familiar from Freeman and other ter-
minological and technical lexicographical resources) to create live hy-
pertext links from meronymic representations to, for instance, specific 
concepts in the same collection or possibly even to external resources. 
In this way the simple explanatory or descriptive function cited in L-P 
will be augmented by a taxonomical or ontological characterization of 
multiple interrelated concepts. Since the actual technology underlying 
such drawings is based on arbitrary bit-map coordinates, this kind of 
representation could be achieved with either a “drawing” of whatever 
origin or by using a photograph. 

 
 
What comprises a term 
 
The various manifestations of terms as different types of termino-

logical units can be arrayed on a cline: 
 

• single-word terms (technical terms consisting of one word) 
• multiword terms (technical terms consisting of more than one word) 
• technical collocations (combinatory units possessing notional 

character, but involving the required co-occurrence of, for in-
stance, a noun and a verb, or verbs with certain prepositions) 

• technical phrases or expressions 
• string (software string) 
• standard text 
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Figure 5: Types of 
terminological units 
seen as a cline 

 
Traditionally, termi-
nology management 
has involved the do-
cumentation of single 
and multiword terms 
as well as colloca-
tions (and other tech-
nical expressions or 

phrases), with some attention paid to standard texts, i.e., whole text 
chunks that are replaced with “equivalent” text chunks when creating 
parallel documents in multilingual environments. The argument can be 
made that such text chunks pragmatically reflect broad conceptual units, 
such as “contract preamble” or “steel specification”, which are complex 
textual representations in their own right, but which can be treated as 
discrete self-contained components used and reused for generating new 
documents. The practice of storing such text modules as if they were 
terms has become less prevalent, however, with the introduction of trans-
lation memory and single-source text production tools. Nevertheless, 
integrated localization tools frequently treat single terms, collocations, 
and software interface strings along side each other in integrated data 
management environments where terminological information is but one 
of several views on the data collection. In such localization-oriented 
systems, terms may actually incorporate embedded non-linguistic ele-
ments such as hotkeys or other escape sequences. Although not specifi-
cally a function of traditional terminology management, this feature 
points to the kind of transformation that is taking place and will take 
place as terminology becomes more and more a functional component 
in the transition to global information management both on local area 
networks and in the Semantic Web. 

 
 
Recognizing terms: paratérminos and quasi-terms 
 
L-P cites the concept of paratérminos, free-formed lexical se-

quences that function in the manner of terms, but that are not tradition-
ally viewed as terms in the formal sense. I agree with Laurén and Picht 
that the criteria apparently defined for paratérminos are arbitrary and 
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unconvincing. Distinctions of this nature that appear to be linked to term 
formation patterns in a single language or language family are suspect 
as criteria for universal distinctions that might be applicable to broader 
environments. Nevertheless, recognizing compound terms as opposed 
to free-formed lexical sequences or frequent co-occurrences is a peren-
nial problem. The rule that a term designates a single concept is only 
useful up to a point. We can, for instance, easily make a case for a string 
such as bronchial asthma being a term in English because only this com-
bination of lexical components forms a term that adequately covers a 
clearly definable concept. Other combinations, in this case of a general 
language adjective and a noun which is a term, such as mild asthma or 
severe asthma, may be interesting even from a clinical point of view, 
and they do have a terminological character. It can also be argued that 
these items could be viewed as individual concepts that might be fit into 
a concept system, and may indeed be specifically defined as a preferred 
term, e.g., acute asthma instead of severe asthma. Nevertheless, it does 
not seem immediately appropriate to document these items as independ-
ent terms (unless they are indeed part of a clearly defined system), but 
rather to view them as free-occurring combinations of a term — in this 
case a noun — together with “ordinary” adjectives taken from general 
language. This is true because any user of the language can split the 
strings and reconstruct them without danger of losing the semantic con-
tent. These formulations become interesting, however, in natural lan-
guage processing, where such free-formed quasi-terminological strings 
repeatedly occur in special language corpora and play a role from the 
standpoint of knowledge management, term frequency, co-occurrence, 
and automatic term extraction from embedded contexts. 

 
Much of the difficulty involved in designating a given combination 

of words as a term arises on the translation interface between two dif-
ferent languages. Viewed monolingually in either Spanish or English, 
problema asmático is not a technical term per se, although asmático 
certainly is, provided that we allow adjectives, which is totally appro-
priate in terminology management. The apparent English equivalents 
for this concept, asthma problem or problem with asthma, are also free-
formed strings and would also be unlikely additions to a list of technical 
terms. A problem arises, however, with respect to defining terminologi-
cal units in a multilingual context because problema asmático cannot be 
translated by the fairly obvious, but incorrect, asthmatic problem. Only 
a person, and not a problem can be asthmatic: the valence of asthmatic 
encompasses only individuals (people or animals) suffering from asthma, 
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or possibly metaphoric references (e.g., my asthmatic accordion), but 
not abstractions like problem. Hence it becomes necessary to document 
asthma problem or problem with asthma in order to cue a translator or 
multilingual writer to make a correct choice. In this regard, it is useful 
to separate the theoretical designation of what a term is according to 
systematic treatment of terms and what a user of a terminologically 
oriented database needs in order to produce reliable texts in a multilin-
gual environment. Consideration for user needs also dictates the docu-
mentation of such “terms” even when they are fairly new formulations 
because translators and technical writers do not generally enjoy the 
luxury of waiting for a new formulation to become fully “lexicalized” 
by virtue of frequent usage or formal specification in a standard. 

 
A similar difficulty in recognizing term boundaries occurs when 

different languages set different limits for compound term formation. In 
German, one can easily argue that die Anlaßfarbe der Tellerfederzun-
genspitzen consists of two freely combined independent concepts and 
does not need to be given its own entry in a termbase, so long as Anlaß-
farbe and Tellerfederzungenspitze are defined. English, which actually 
allows for much longer, more compacted noun strings (while at the 
same time retaining word boundaries), covers this same concept with: 
diaphragm spring fingertip annealing color, so there is no recourse to 
declaring this a single concept in a multilingual termbase and document-
ing it accordingly. 

 
This situation is a function of what one industrial work group dub-

bed the “blue bicycle” syndrome: Japanese translators in a multilingual 
language service insisted to the frustration of their North American and 
European colleagues that they needed a term entry in the enterprise data-
base for the term blue bicycle, which speakers of European languages 
argued, not surprisingly, was a free-formed string and not any kind of 
technical term. The Japanese colleagues insisted that they needed to 
document which of several possible representations for the term they 
felt was most appropriate in the context of the resources that were being 
created in a particular project. Lest this argument sound silly (which, 
alas, it does at first glance), a very common example from European 
languages may be more illustrative. The Spanish and German terminol-
ogists in the same work group became upset with each other over a 
similar problem. For a series of compounds involving the word process 
in English, the Spanish group argued that the multiword terms were in 
effect free-formed strings and did not need to be documented, maintain-
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ing that all of the items followed the same predictable pattern: x process 
=  processo de x in every case. The German speakers maintained, how-
ever, that English process has the equivalents Prozeß, Verfahren, and 
Vorgang, and that the choice of one over the other in any given situation 
is not necessarily predictable and depends on macrocontextual, histori-
cal, and other factors. In many cases here, there is no particular argu-
ment that the strings produced are terms, but rather that they are strings 
that must be documented in termbases because the transfer procedures 
for at least one language in the multilingual mix require documentation. 
One solution might be to leave out documentation in Spanish on the 
grounds that it is superfluous, but if one does this, termbase users may 
inappropriately conclude that the termbase is deficient in this regard. 

 
 
Paraphrase and periphrasis 
 
L-P cites paraphrases as one form of concept representation. Cer-

tainly, variant paraphrases do occur in scientific and technical texts and 
they can play havoc with natural language processing algorithms, but it 
is also important to note that they are highly discouraged in well-struct-
ured English technical writing and disallowed in controlled language. 
Furthermore, great care must be exercised by technical writers and trans-
lators working in multilingual environments not to resort to inappropri-
ate-sounding paraphrase in cases where well-established concise terms 
exist. Again, this is particularly true in English technical texts, where 
concision and precision are valued over variation in carefully written 
technical and scientific texts.  

 
Term formation patterns in different language families also play a 

role in determining the acceptability of paraphrase in special language 
texts. New terms are most frequently formed as either neologisms, novel 
combinations of existing terms (modifiers + noun strings), or paraphras-
es, i.e., combinatory elements including prepositional phrases in addi-
tion to adjectival modifiers and noun strings. In Germanic and Slavic 
languages, there is a tendency to agglomerate nouns and modifiers to 
form single long nouns or noun strings, with some variation in ortho-
graphic convention, i.e., with some languages creating single long nouns 
and others retaining word breaks. Romance languages tend to be much 
less abstract than Germanic ones, requiring explicit prepositions as link-
ing elements between many of the term components used to create multi-
word terms. As a result, the formation or identification of legitimate term 
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equivalents when working from Germanic languages to Romance lan-
guages, for instance, will in many cases require periphrasis, the appro-
priate elaboration of less compact formulations in order to represent 
concepts. By the same token, neologistic patterns have evolved particu-
larly in French that allow the formation of very concise semantic units, 
such as terminotique, which require paraphrase when creating or identi-
fying English equivalents. This practice stands in contrast to the unde-
sirable use of paraphrase as a circumlocution technique in cases where 
technical writers and translators are unfamiliar with the more concise 
terminology anticipated by a target audience made up of experts. Thus 
care should be exercised in relegating any given solution to a definition 
of paraphrase vs. periphrasis, undesirable vs. desirable paraphrase. If a 
viable, succinct term is current in a language, it should be used, but many 
factors can combine to require the use of paraphrase/periphrasis in order 
to express full semantic equivalence.  

 
 
Paraphrase with formulas and symbols 

 
P-L cites the tendency of symbols to be expressed as para-
phrases rather than as terms or (in the case of the symbol shown 
on the left) as names. Here, a musician has rather petulantly 

claimed the symbol as his own because he chose to abandon  his own 
given name as a result of a copyright dispute with a record company to 
which he was under contract. Despite his efforts not to use any name at 
all, the media rapidly and humorously (if not maliciously) dubbed him 
The Artist Formerly Known as Prince and even created an acronym in 
his honor, TAFKAP. Incidentally, TAFKAP has since settled his dispute 
and has gone back to his own not entirely prosaic name. The symbol it-
self, apart from discussions of its origins, is interesting because it ex-
emplifies the tendency of symbols and graphic images to display the 
same combinatory features seen when morphemes are joined to create 
neologisms, in this case melding male and female symbols to create an 
androgynous image. 

 
 
Definitions 
 
Despite recognition that other kinds of “definitions” or defining 

contexts exist (Sager 1990, de Bessé 1997) the classic genus and differ-
entia form of definitions is widely accepted in terminology management, 
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along with minor variations across specific cultural traditions (i.e., repeti-
tion of the defined term in German definitions and disagreement over the 
use of the definite and indefinite articles between English and French). 
Future applications will, however, be capable of utilizing the power of 
definitions to represent knowledge structures that are even machine pars-
able. The tools that we currently have at our command are but blunt 
instruments when it comes to intuiting knowledge based on the parsing 
of semantic content within texts. Definitions that are marked up accord-
ing to inferential rules defined in XML/RDF schemas in order to differ-
entiate broader concepts and specific characteristics, and then linked to 
taxonomies or ontologies containing such rules, hold promise as a major 
functionality designed for information retrieval in the future Semantic 
Web. Similar markup to identify head words (nucleus elements) and 
determiners in multiword terms will provide further support for the 
automatic retrieval and processing of information in terminologically, 
conceptually sound ways that will, one can hope, render obsolete the 
kind of noise-laden word-oriented information retrieval currently avail-
able on the Wordwide Web. The classical form of the definition remains 
adequate, but additional markup is required in order for these resources 
to achieve full effectiveness in computer environments.  

 
 
Controlled language 
 
It is true that technical or special language is not clearly separable 

from general language because technical terminology, i.e., terms and 
terminological expressions, is always embedded in general language. 
Nevertheless, controlled language as we now know it is much more 
clearly distinguishable. For instance, controlled English is defined as a 
given subset of English with a restricted grammar and a domain-specific 
vocabulary, which allows domain specialists to interactively formulate 
requirements specifications in domain concepts (Controlled English: 
2001). Grammatical and vocabulary restrictions imposed on controlled 
language rigidly impose a one-term/one concept constraint that facilitates 
both technical writing and multilingual documentation. These restric-
tions also limit the grammatical and syntactic structures that are consid-
ered “legal” for given applications. The linkage of controlled language 
vocabularies to parsable taxonomies marked up with inference rules 
according to ontological principles provides access for technical writers 
to terms based on conceptual reference and enables them to create and 
reuse high-quality text modules in single-source systems. It also facili-
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tates translation, automatic translation in particular, and enables intelli-
gent information retrieval in local environments and across the evolving 
Semantic Web. Thus the implementation of controlled language, like 
the use of marked-up definitions, will enhance the reusability of textual 
material and the power of terminology as a tool for information man-
agement and retrieval in global computerized environments. The identi-
fication of superordinate and subordinate concepts and the automatic 
generation of conceptual structures will further enhance our ability to 
create texts that are not only meaningful to humans, but also have se-
mantic significance for computers and automatic processing. 

 
 
Future trends 
 
In his 1999 description of the Semantic Web, Tim Berners-Lee 

implies that the next stage of the knowledge-based communications 
revolution will require the definition of language in a way that not only 
humans, but machines as well can infer semantic meaning from the 
information streams that reside on the Web (and in enterprise-based 
systems). Berners-Lee writes about “terms”, when in many respects he 
may also mean data element names in the sense of ISO 11179. In either 
case, XML markup that goes beyond the range of traditional terminol-
ogy data management, particularly with respect to the representation of 
terms and definitions, as well as with regard to various types of con-
texts, will provide the essential link that will be desirable to facilitate 
the convergence of lex/term resources (e.g., lexicons, terminologies, 
ontologies, and the like), meta information residing in the Web itself. 
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Figure 3: Complex electrical diagram (also called a single-line 

diagram) with propositional character 
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SYSTEMS OF CONCEPTS AT A CROSSROADS ? 
 
 
As I have not been dealing with systems of concepts as such in my 

research in recent years, I should like to deal with the subject at hand 
from the point of view of some of the subject areas with which I have 
been dealing. Two of those are  

 
(1) Modern systems theory and  
(2) Modern enactive cognitive science/cognitive linguistics 
 
Gerhard Budin and Rita Temmerman, respectively, are among 

those who have introduced the above points of view into the theory of 
terminology. I shall deal mainly with (1), which to my view is of the 
most fundamental interest to the theoretical discussion in the area, but 
may also have considerable practical implications. 

 
As for (2), I shall just briefly indicate how some of the insights of 

cognitive science might influence our entire way of looking at concep-
tual structuring as a special type of modelling, based on so-called im-
age-schemata.  

 
I have been very much inspired by Anita Nuopponen’s doctoral 

thesis on conceptual systems from 1994, and I shall refer a good deal to 
this during my presentation. 

 
 
Modern systems theory and conceptual systems 
 
I Nuopponen’s words, Wüster combined structural linguistics and 

engineering, and in so doing he transferred his engineer’s way of think-
ing and working ’naturally’ with systems to his analysis of the termi-
nologies of various subject areas (Nuopponen 1994: 26). 

 
When the systems theorist Niclas Luhman remarked in 1971 that 

the traditional conception of a system as simply entities and relations 
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between them still survives in various definitions (1971: 10), he may 
not have been aware for how long it did so and still does, e.g. in termi-
nology. Of course, this simple definition holds for some systems, e.g. 
those called static conceptual systems in figure 1 on the next page. The 
figure provides an impression of the highest levels of the hierarchy of 
systems hypothesised, with the categories I shall be dealing with marked 
in boldface type. 

 
According to general systems theory, real systems encompass ab-

solutely anything existing in the universe, and one of the main objects 
of the above figure is to illustrate how they are distinguished from ab-
stract systems. 

 
In theory, no real system can be regarded as closed because that 

would mean we could not observe it or know anything about it. But for 
practical purposes, we have to assume that systems can temporarily be 
regarded as closed, simply in order to allow the observer to use fixed 
concepts and terms, as Dürr puts it (1986: 11). This is of course what 
we do in terminology when forming conceptual systems modelling real 
systems. 

 
I have indicated in the figure that like many conceptual systems, 

some real systems can for practical purposes be regarded as static, 
though in theory not as closed. Such static systems, e.g. wholly me-
chanical systems, can be clearly distinguished from self-organising or 
dynamic systems, of which living systems are the largest category. 
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SYSTEM 
 
 
 
 
 
  ABSTRACT SYSTEM     REAL 
 MODEL/CONCEPTUAL  SYSTEM 
  SYSTEM 
 
 
 
 
     CLOSED    OPEN 
     SYSTEM  SYSTEM 
 
 
 
 
 
STATIC CONCEPTUAL   STATIC DYNAMIC 
 SYSTEM    SYSTEM SYSTEM 
 
 
 
   DYNAMIC CONCEPTUAL 
    SYSTEM 
        LIVING 
        SYSTEM 
 
 
 
 
VERBAL MATHEMATICAL 
 
 
 
 
 
LOGICAL CONCEPTUAL PARTITIVE CONCEPTUAL 
   SYSTEM    SYSTEM 

Figure 1 
 
According to the theory of integrative levels, real systems are ar-

ranged in a sort of hieararchy of embedded systems, the integrative lev-
els being cumulative upward and the complexity increasing with each 
new level (Feibleman 1954: 59-60). I have illustrated this in figure 2. 
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System level characterized by modelling and 
  categorization 
 
 
 
 
Socio-cultural organized complexity 
systems 
 
 
 
 
Organic systems 
 
 
  normal range of 
  categorization: 
Mechanical organized simplicity middle-sized entities  
systems 
 
 
 
 
Particle chaotic complexity  
mechanics systems: 
 little or no stable 
 structure 

Figure 2: The hierarchy of embedded real systems (based in part 
on Rapoport & Horvath 1959: 87 ff.) 

 
Mechanical systems are found at a rather low level, characterised 

by organised simplicity and thus comparatively or wholly static. At the 
higher levels, systems are dynamic and adaptive. This means that they 
interact with their environment and that they change their internal or-
ganisation both as a result of the interaction and as a result of internal 
forces operating, e.g. genetic ones in living systems. 

 
Non-mechanical, organic and socio-cultural systems cannot be 

freely disintegrated or re-integrated in the way machines can be assem-
bled or disassembled without permanent change or detrimental effects. 
In short, systems at higher levels must be regarded as wholes not re-
ducible to their component parts. Each new higher level is defined by 
the emergence of level-specifying properties, and if a higher level sys-
tem is split up into its component parts, those properties will no longer 
exist. 
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 Evolution of strategies by computers ? 
 
 
Evolution of economies 
including global economy 
 
 
Evolution of organisations  
and societies 
 
 
Human cultural evolution  Cultural evolution 
  in other species 
with transmission of learned 
information among individuals 
and from generation to  
generation 
 
 
 
 
 
 Individual learning and thinking 
 
Mammalian 
immune systems 
 
 
 
 Biological evolution  
 (organisms and ecosystems) 
 
 
 
 
 Prebiotic chemical evolution 

Figure 3: Some complex adaptive systems on earth (Gell-Mann 
1994: 20) 

 
Figure 3 has been taken from the Nobel laureate Murray Gell-

Mann’s book about ‘The Simple and the Complex’ (called ‘The Quark 
and the Jaguar’). It shows the impact of evolution and the emergence of 
increasingly complex adaptive systems such as living beings, societies, 
markets, etc. 

 
It is assumed that abstract systems can model real systems, includ- 
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ing systems as complex as those indicated in figure 3. How modelling 
or representation may take place is as you know a hotly disputed issue 
in philosophy, particularly in the philosophy of language.  

 
In modern systems theory — as in enactive cognitive science — it 

is assumed that ‘modelling’ of the outside world is possible because 
living systems must have become structurally coupled with their envi-
ronment during the evolutionary process, or they would not have sur-
vived. This is not to say, of course, that one can assume there to be 
exact mapping of external objects as assumed in so-called ‘objectivist 
epistemology’, a term used extensively in modern cognitive science, 
notably by Lakoff & Johnson in their recent book. 

 
Figure 4 illustrates the dichotomy between the degree of disorder 

which must necessarily characterize dynamic, adaptive systems, and the 
attempt to create order which characterises models, including concep-
tual systems.  

 
  logic-based conceptual systems 
 
   ontologies 
 
    classifications 
 
 
 

   order 
 
  dichotomy 
 
disorder 
 
 
 
          complex adaptive (dynamic) systems 
 
  evolution  constant change 

Figure 4: The dichotomy between order and disorder (inspired by 
R. de Beaugrande) 
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In parallel, figure 5 illustrates the difference between structure 
and structuring, the former denoting the static aspect of systems, the 
latter denoting the dynamic one, i.e. the process leading to relatively 
stable structures. Order is at the base of both structure and structuring, 
but it is important to note that a balance must be maintained between 
order and disorder for any dynamic or adaptive real system to persist. 

 
structuring  structure 
(dynamic aspect)  (static aspect) 
 
 
    temporarily  
    relatively stable 
    products of  
    structuring 
 
 
order 

Figure 5: Based on Bohm & Peat: Science, Order, and Creativity 
(1987: 141) 

 
But what about order in abstract systems ? We know that Wüster 

regarded order, structure and logic as absolutely essential to any 
proper terminology work. However, he applied the concept of order in a 
way that differs a good deal from the way it is applied in systems the-
ory. 

 
Wüster’s concept of order is of the kind that may be observed in 

mechanical systems — to all extents and purposes closed and static — 
and which can be reflected in ontological conceptual systems. Another 
Wüsterian kind of order can be obtained by abstracting away from 
prototypicality in concepts and from conceptual fuzziness to form logi-
cal conceptual systems, which are pure abstractions in more than one 
respect. 

 
This kind of order is indeed artificial and does not reflect any ac-

tually existing order, but it works of course for many practical purposes, 
particularly in the range of ‘middle sized entities’ as illustrated in fig-
ure 2 above. My point is that if we stick to the traditional order-first 
view of conceptual systems, we shall not be able to model all complex  
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adaptive systems.  
 
No doubt Gerhard Budin was thinking along the same lines when 

he concluded in 1996 that the traditional systems concept, dealing al-
most exclusively with logical and partitive relations, did not account for 
the fact that ’any terminology constitutes a system, no matter what 
relations exist among its elements’. Thus he called for a modification of 
the systems concept normally applied in terminology science (Budin 
1996: 119).  

 
As I see it, Anita Nuopponen had already partly achieved this 

modification in her thesis in 1994, in which she treated the subject of 
conceptual systems in an extremely lucid and all-embracing way.  

 
First, she supplemented and exemplified the typology of concep-

tual systems described by Wüster and in the international standards. 
Secondly, she provided new, more consistent and virtually all-
encompassing classifications of conceptual relations and systems ac-
cording to 3 criteria: qualitative, quantitative and structural (formal), 
which had been overlapping in many existing classifications, including 
those of the standards.  

 
Her formal (structural) classification in figure 6 is particularly 

enlightening as it comprises a group of heterarchic conceptual sys-
tems, a new category proposed by herself to cover a group of concep-
tual systems which cannot clearly be defined as either hierarchical or 
sequential. 
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Conceptual systems according to formal structure (sys-
tems relations) 
 
1) Hierarchical  

- logical systems of concepts 
- systems of concepts in contact relation (except tem-

poral systems) 
- hierarchical ‘mixed’ conceptual systems 

2) Sequential (concepts in sequence or in parallel alterna-
tive or co-ordinated rows) 
- temporal conceptual systems 
- causal conceptual systems (causal chains only in 

part) 
- conceptual developmental systems 

3) Heterarchical (different concepts may form point of de-
parture according to point of view) 
- causal conceptual systems 
- functional conceptual systems 
- conceptual systems of interaction 
- satellite systems 

Figure 6: Formal classification of conceptual systems (Translated 
from Nuopponen 1994: 233) 

 
The term heterarchy has been borrowed from mathematics, de-

noting ‘a formal organisation of connected nodes, without any single 
permanent uppermost node’ (1994: 233). Nuopponens notes that par-
ticularly when systems are represented in computational form, the 
choice of ‘uppermost’ or ‘starting’ node may be or at least seem arbi-
trary from the point of view of the user.  

 
Among the heterarchic systems, Nuopponen’s own invention, 

called satellite systems and based on the mind map concept, is particu-
larly promising because of their flexibility, which has indeed been 
proved in practice by some of my students, who have found them very 
useful, particularly at a macro systems level.  

 
Figure 7 shows an example from their recently prepared thesis on 

domain loss and language planning in relation to Danish IT terminology 
(Petersen & Bruchhaus 2001). The central node of the satellite system 
is the main theme of their terminological analysis: NETWORK. 
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Figure 7: Satellite system illustrating conceptual relations at the 
highest level within the subject of IT networks. Based on Bruchhaus & 
Petersen 2001: 93. 
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Conceptual systems and enactive cognitive science 
 
Anita Nuopponen devotes a section of her book to conceptual sys-

tems regarded as models or as an important component in the process of 
model building. According to what I have said up to now, conceptual 
systems are indeed models, i.e. abstract or mental models formed by 
human beings who are living systems in dynamic interaction with their 
environment. But how do models come about, and why do they look the 
way they do ? 

 
Wüster would probably answer that they are another link in an an-

cient tradition from Aristotle via nomenclatures to classification sys-
tems, etc., all of them ultimately based on conceptual logic. But what 
does logic build on, and why — to name just a single question that 
could be asked — does it dictate systems in which the broader concepts 
are at the top of a ‘ladder’ of concepts, and not the other way round ? 

 
No doubt modern so-called enactive cognitive science will be able 

to tell us why. According to this branch of cognitive science, which 
overlaps of course with cognitive linguistics, no understanding or 
meaning can come about without bodily experience. This is the basis of 
all our cognitive activities, including language. ‘Our capacities of un-
derstanding are rooted in the structures of our biological embodiment’, 
as Varela et al. put it in ‘The Embodied Mind' (1991: 149). 

 
Lakoff and Johnson have written extensively on how this process 

of meaning and understanding via bodily experience takes place (see 
e.g. Lakoff and Johnson 1999), so I shall just briefly summarize some 
main points. 

 
In very early childhood, we form so-called basic image-schemata 

while we move over a surface, experience the contact between our body 
and the surface, grasp and manipulate objects, eat some of them, drink 
from them, etc. All our subsequent mental models – including our con-
cepts — are formed via metaphorical mappings from those very flexible 
image-schemata. 

 
Lakoff also claims that like categorisation, many of the most basic 

concepts in semantics are understood metaphorically; i.e. they are 
metaphorical projections of basic image-schemata. They include time, 
quantity, state, change, action, cause, purpose, means, etc. (1990: 51).  
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A well-known example is the container image schema: we ex-
perience bodily the fact that something can be inside something else (a 
container). Categorisation is an example of abstract phenomena which 
are understood metaphorically, not by virtue of any logical deduction, 
but by virtue of the topological properties of containers (1990: 52), as 
illustrated in figure 8 on the next page. Note also that set theory must 
be based on this image schema. 

 
This means that even extremely abstract models, such as generic 

conceptual systems, will in the last resort be based on several basic 
image-schemata, not directly, but via metaphorical mapping. Thus in 
graphic representations of generic conceptual systems, superordinate 
concepts are almost invariably placed above subordinate concepts, 
which reflects the image-schema ‘more is up, less is down’, to mention 
a simple example. 

 
Lakoff claims that a great many, if not all, abstract inferences are 

actually metaphorical versions of spatial inferences that are inherent in 
the topological structure of an original image-schema (1990: 54). This 
implies that the role of logic in human cognition is not as fundamental 
as that played by basic image-schemata. Logic comes in later and is not 
conceivable without a bodily basis. 
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logical/ontological superordinate concept

subordinate concepts

subordinate concepts

 

 
 
 
 
 
 
 
 containers 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Image-schematic basis of categorisation and part-whole 
relationships 

 
How can we integrate these basic insights of enactive cognitive 

science and cognitive linguistics in terminological theory as far as sys-
tems of concepts are concerned ? 

 
All I can say at present is that it may teach us an important lesson: 

conceptual systems are one type of conceptual model among many 
others, including scientific models as described e.g. by Mary Hesse and 
Rom Harré in the 60’s and 70’s.  

 
According to Harré’s and Hesse’s neo-realistic school of philoso-

phy of science, models are not just ‘tools’ in theory building, to be 
discarded as soon as the theory has been developed. On the contrary, 
they form the dynamic core of any theory, and they always involve 
some kind of analogy, which means that they are metaphoric in nature 
(Harré 1970, Hesse 1966). 

 
In figure 9 I have indicated my view of the basic relatedness of 

various types of conceptual models. 
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   abstract models 
 
 
 
 
 
metaphoric models based on basic image-schemata 
 
 
 
 metaphoric projection 
 
 
 
    conceptual systems 
 
 
metaphoric projection 
 
 
 
 
 
   scientific models 
 
 
   computer models 

 
Figure 9 
 
My point is that we should use any method that is available for 

modelling, in science as well as in information science, which I have 
not mentioned, but which of course is as important. They all build on 
the same metaphoric basis, and the differences are probably not as im-
portant as we used to think. 
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COMMENTS ON BERTHA TOFT’S  
CONTRIBUTION 
 
 
It is very difficult to give a survey of different terminological con-

ceptual theories in the course of 10 or even 20 minutes. Toft has made a 
sound decision in selecting two topics for discussion: modern systems 
theory and modern enactive cognitive science/cognitive linguistics. 

 
My comments will not take the form of opposition to any consider-

able degree because I can readily subscribe to many of her points, al-
though I have a few reservations. 

 
I basically agree with her description of higer level open dynamic 

and adaptive systems. An excellent example of such systems is language 
itself. Language is an open, dynamic system changing through time to 
adapt to other open socio-cultural systems. Still we need to describe lan-
guage in static, closed systems syncronically. This also includes the de-
scription of lexicon and terminological concept systems. The price we 
have to pay is contiuous updating of these systems, a notorious problem 
in practical terminology work. 

 
The problem of emergent properties from lower to higher levels of 

systems is difficult to explain away for those who want to reduce higher 
level systems to lower level systems. Still, there is disagreement among 
scholars as to which disciplines belong to the same level or different le-
vels. Psychology is a notorious case: Is the level of psychology a sepa-
rate, irreducible level ? Can the mind be studied independently from the 
brain ? This is the  view of scholars such as Piaget and Fodor, and in 
linguistics, those functionalists who regard communication as the basic 
function of language. 

 
Or, alternatively, can psychology be reduced to neurophysics ? Is 

the workings of the mind a direct reflex of the structure of the brain ? 
This is basically Chomsky´s view (i.e. Chomsky´s biological universal 
grammar). This is also shared by the formalists who tend to regard the 
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most important function of language to be that of information-process-
ing, and view the communicative function of language as secondary and 
derivative. 

 
The point is that the evaluation of what counts as an emergent prop-

erty may differ, and this will have considerable consequences for how 
facts are structured into conceptual systems. 

 
A few words about Wüster´s ”pure abstractions”. Toft says that 

”This kind of order is indeed artificial and does not reflect any actually 
existing order”. I think that this statement is somewhat on the strong 
side, depending on what is meant by ”existing”, at least if applied to 
Wüster´s logical generic systems. In these systems meaning postulates 
such as logical transitivity and asymmetry seem to be valid in principle. 
From the point of view of cognitive linguistics, Johnson-Laird (among 
others) has pointed out that a taxonomy (or generic system) allows for 
relatively simple meanings of words that can be encoded as schemata 
and can be readily acquired by children. Several phychological priming 
experiments have indicated that children are predisposed to taxonomize. 
Linguistic structures of languages of the world strongly indicate that we 
tend to think in terms of hierarchies. No doubt they have proved success-
ful in information retrival systems as well. This should indicate that we 
might at least ascribe some kind of psychological existence to taxono-
mies, and I don’t think that Wüster was unaware of these aspects. 

 
If we want to develop a psychological semantics for terminology 

we have to show how language and the world are related to one another 
in the human mind, i.e. to show how mental representation of terms is 
related to the mental representation of the world.  

 
Traditional terminological concept theory has several properties in 

common with lexical decomposition semantics, i.e. the linguistic theory 
which held that the semantic representation of a word primarily compris-
es a structured set of elements, ”semantic markers”, which decompose its 
meanings into more primitive semantic constituents. These markers func-
tion like characteristic features of terms in classical terminology theory. 
The difference is that the former is onomasiological and the latter is 
semasiological.  

 
Nuopponen´s satellite systems, on the other hand, seem to have 

several properties in common with the theory of semantic networks, or 
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”mental maps” developed in psycholinguistics. As has been pointed out 
(by Rosch and others), very few features, even in terminology, can be 
said to be necessary and sufficient. Some lexical studies have indicated 
that the lexicon of different languages of the world seem to form both 
generic hierarchies (taxonomies) and prototype structures. So prototype 
theory should be a supplement to the classical theory, not a substitute 
for it.  

 
Nuopponen´s satellite systems have proven useful for many pracical 

terminological purposes. An interesting question would be what causes 
their usefulnes. One problem with these systems seems to be an absence 
of any principled constraints on the processes that can be employed in 
setting up the systems. Consequently, the empirical basis of the system 
is unclear. We might consider several alternative ways of structuring a 
certain domain by using satellite systems. Will all these alternatives have 
an equal status, or do we have any means of eliminating some of them ? 
There seems to be a need for an evaluation procedure for this. 

 
I do agree with Toft that the role of logic in human cognition is not 

as fundamental as that played by basic image-schemata, but only onto-
logically in that it comes first in acquisition, being based on bodily ex-
perience. But basic logic does play an important role in the way we tend 
to reason and conceptualize as mature adults, as has been pointed out by 
several psychologists and linguists. 

 
Toft proposes to use ”any method that is available for modelling, in 

science as well as in information science”. Again I agree, but, as Johnson-
Laird has pointed out, we construct practical, partial working models of 
the world around us in order to grasp the complex real systems around 
us. Some of these models are very useful because they enable us to un-
derstand better, others are less useful because they do not provide in-
creased understanding. So we discard the useless ones and construct 
new or modified ones in our quest for understanding. As far as I can 
see, we do much of the same thing in science as well, but if progress is 
to be made we have to evaluate which models are useful for a specific 
purpose and which are not. 
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